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STAT 151 Lab Manual in R

PREFACE

This lab manual was prepared for the lab component of the online STAT 151 course offered at MacEwan
University. R is an open-source implementation of the S language. It works on multiple computing
platforms and can be freely downloaded. This lab manual introduces how to conduct descriptive
statistics and inferential statistics using R and R commander (an R package). Descriptive statistics include
drawing figures such as histogram, boxplot, normal Q-Q plot, scatter plot and obtaining statistical
summaries such as mean, median, standard deviation, and quartiles. Inferential statistics cover one-
sample z test and interval, one-sample t test and t interval, two-sample t test and t interval, one-
proportion z test and interval, two-proportion z test and interval, chi-square tests, one-way ANOVA F
test, and simple linear regression. This lab manual also illustrates how to obtain probabilities and
cumulative probabilities and quantiles based on binomial distributions and normal distributions.



LAB 1 DOWNLOAD AND INSTALL R AND R COMMANDER

1. 1 DOWNLOAD AND INSTALL R
You can google the downloading website:
1. Visit https://www.google.com and search for “r cran”. The first item retrieved is the website to
download R.

Google f cran X Q

1Al ENews [Llimages [HViceos [F]Books | More Tooks

About 37200000 resuts (0 97 seconds,

hitps-icran rpeojeciorg «

The Comprehensive R Archive Network

Whal re R and CRAN? __ R s 'GNU S, a freely availabie language and environment for
SIiSSCSl computing and graphics which provides a wice vanety of

R-4.1.0 for Windows (32/64 bit) Available CRAN Packages By ...

R4.1.0 for Windows (3264 bit) Avalable CRAN Packages By

I you want 10 doubie.check that Name ABCDEFGHIJKL
R for macOS Mirrors

87TMB), R 4.1.0 binary for macOS CRAN Miors - 0-Cloud

10.13 (Hiph Sierra) and hips-ficioud rproject orgl < Algenia
Windows Contributed Packages
Binaries for base Gsrbution. This Currently, the CRAN package

Is what you want 1o Instaf R for reposiiory features 17756 _

More resuits from r-projeci.ong »

2. Click “Windows” if you have a windows machine or “R for Mac OS X” if you have a Mac machine.
3. Ingeneral, it is the best to install the most current version of R.
a. For Windows users, click “Download R 4.1.0 for Windows”.
R-4.1.0 for Windows (32/64 bit)

Downlond R 4.1.0 for Windows (36 meaatyses, 1264 bit)

instafonon and other systrucipns:
Mo leatures 0 Shis Yers0n

If you want to double-check that the package you bave downloaded hves the package distnibened by CRAN, you con cocapare the md Sy of the _exe to the fingerpnen on the master server,
command lige versions sre svalable

Fregquently ssked gquestions
o Doei B run uader my version of Wisdowe”
* How do [ update packness @ my previous version of R?
* Should ! run 32-bit or 64-bit R?
Plesse ses the B FAQ for general mformation sbowt R and the B Windows FAQ for Windows-specific mioemsaton
Othar builds

o Patches to this release are incorpoented in the -patched snapabot build.
o A budd of the developmsent version (Which will ventually become the next major relesss of R) s available in the r-devel mapaliot baild
* Previoss releasey

Note 1o webansterw. A stable hink which will redirsct 10 the csrven Wiadooy binary release
<CRAN MIRROR> bin windows base rslease btml

Lsat change: 2021.05-18


https://www.google.com/

b. For Mac users, click “R-4.1.0.pkg”. Make sure that you install XQuartz at
https://www.xquartz.org/ as well. You could find it in “Applications—> Utilities” after
installation.

R for macOS

This deosrony eooratin Maanes 5o 2 bave Sevriration aod padkages 10 rus 00 OS5, Raliossas for ol Mo 05 X sypaens (duvogh Mad OF X 10 5) and PooePC Moo ont 5 foond 0 the ol disserary.

Notz: Alfscugh e take procestions when seabling s, plone s the poemal wih devalredal b,

Pacloge baanies for R vervioos alder Ghan .20 e coly svmlabds frron the CRAN secliins s mers af wach vervioss chenald adjunt the CRAN mmmmere sstting (asspe o/ /svaea st bom . spiw ot say ) 30ccaingly
B 41.0 “Canp Pontanszsn” Iwlsased an 3021/05/10

Pexse chock thiz SHAL i of the dowrdosded isvape be savare Bt it ks 0ot beoe Seipered with o upted Sxmyg e procem. Fer exstple nype
speasel shal 3-4.1.0.p%3
w the Termmel application 1o prive the SHA | chachanm fSor fae R4 1 1 pkg snage On Mac OS5 X 10.7 and bner you e alo valldae the sgnasors seng

Phoebil —abmab-siguatuie ¥4 5.0, 50y

Lutustl culasen

Bl L0 pkg inotwrized and vigued) RAL0 by $or nasOS 10,17 (RTgh Sewwn) sl higher. Totel 848 bodd. ogaed and omwined padkogs
“‘“"';“_’“"'-""‘"‘-“"""'“ Contaun R4.1.0 fraeacek, Bage OUT 1796 m 64-at for fote! Mace T TE £ 6.6 X11 l@nnes mud Tocufs 8.7, The Satter two costponssts we optessal aud s
- be cmmminiod whes cheoning “conbas isidl®, ey ae only neoded if you Waet 10 ewe the zolva B package oo buidd packspe docussestation fros werees.

Noee: the wee of X11 (tchading saies) ssgeres XOusts to be isatalied smce # be oo longer part of 05 X Always re-saedl NQuuowte when upgrading your

1OB b 4 eW szhjer seruen
This relzase wapports liiel Masy bag it i abao kaerwm 1o wook semy Roetia2 o M i-aced Moy, For sative Appic slicon smmdd bimary see Sclow
Imgortant: ths teleas tees Xeode 124 wad GNIU Foctran 8 2 18 you winh 10 compale R pocboges frons sources, you iy uted % downdoed GNU Firtae §2+

son e toals Breetony

R4 Ot phog (notanzed sl signed ) R A0 by for mas0% 11 (Big Sar) and hogher, Apple slilcoa srmsd buold sgned snd noswined package
. N o dae e e Coetsien R 4.1.0 framewark, Ragn GUL 176 for Apple selicon Macs (31 and higher ), Tel Tk 86,11 X1 Itbemrice sad Texiafo 6.7
J Trmportants this Version déex NOT work oo uhder Laiel-besed Macs

Noee the ase of X11 (uackading soled)someros XOuscts. Alnnys re-comtall XQuartz wien mpgrasing yoor mocOS to a new szajer vervisn.
Thos release vmen Xoode 124 snd expersmasnal (INL! Foaran 1] mots fock. 1 you widh ro comipde B packages friom secrces, yoo may oeed m dewatload (OINL

Foewas for anndd from bspe sue Reprorsstsoplibe-amad. Anmy exesrnal librsrios sad toofs == oxpertod 0 Bve in /cpt/n/ a4 1o not csflist witk Lzl
Dnsen] wiftwuse adl than boahd woll sed st Sunz/2zoud 10 o omd sech contliens

c. Please refer to Dr. John ‘s guidelines for trouble shooting at
https://socialsciences.mcmaster.ca/jfox/Misc/Rcmdr/installation-notes.html.

4. If the most current release does not work well with the R commander package “Rcmdr” or the
operating system of your machine does not support the most current release, you could install
one of the earlier releases. For example, here are the steps to install previous release R 3.6.3 for
Windows and R 3.3.3 for Mac instead.

a. For Windows users, click “Previous releases” to get an earlier version of R. Choose “R 3.6.3
(February, 2020)”. And then click “Download R 3.6.3 for Windows”

« c @ D@ Wiross /oo r-projedtong/in window

R-4.0.2 for Windows (32/64 bit)

Download R 4.0.2 for Windows (34 megatytes, 3264 bit)
Instatation and other instructions
New features in thiz version

If you want 10 double-check that the package vou have downloaded matches the package dismibuted by CRAN, you can compare the mdSum of the .¢
windows: both graphical and command line versioos are available

Frequently asked gquestions

® Does R run under my version of Windows?
* How do I update packages in myv peevious version of RY
o Should I run 32-bit or 64-bit R?

Plesse see the R FAQ for geneeal sformation about R and the R Windows FAQ foe Windows-specific information

Other bulilda

® Parches 10 thas release are incorposated i the r-patched soapahor bulld,
* A build of the development version (which will eveanually becomse the pext major rebease of R) is svailable i the r-devel spapahot build

® Previous releases

Note to webmasters: A stable link which will redirect to the current Windows binary refease is

Last change: 2020-06-22


https://www.xquartz.org/
https://socialsciences.mcmaster.ca/jfox/Misc/Rcmdr/installation-notes.html

« 5 Cc 0

® 8 ttipz//oan r-project.org uin/windowsbase/ old/

Previous Releases of R for Windows

This directory contains previoas binary releases of R for Windows.

Tle curreat release. and links 1o devel

I this durectory:

R 4.0.2 (Fune, 2020)

R 3.0.1 (June, 2020)

R 4.0.0 (April, 2020)

R 3.6.3 (Febasry, 2020)
R 3.6.2 (December, 2019)
R 3.6.1 (July. 2019)

R 3.6.0 (Agril. 2019)

R 3.5.3 (March, 2019)

R 3.5.2 (December, 2018)
R 3.5.1 (July. 2018)

R 3.5.0 (Agril. 2018)

R 3.4.4 (March, 2018)

R 3.4.3 (November, 2017)
R 3.4.2 (September, 2017)
R 3.4.1 (June. 2017)

R 3.4.0 (April, 2017)

R 3.3.3 (March, 2017)

R 3.1.2 (October, 2016)
R 3.3.0 (April, 2016}

R 3.2.5 (April, 2016)

R 3.2.4 (March, 2016)

R 3,2.3 (December, 2015)
R 322 (August 2015)

R 3.2.1 (Fune, 2015)

R 3.2.0 (April. 2015}

R 3.1.3 (March, 2015)

W
¥

are available hete. Source code for these releases and others s available through (be maun CRAN page.

@ & nttprs/can r-projectorgy/terywedowsbasesold/ 1 &3/

R-3.6.3 for Windows (32/64 bit)

1f you want to double-check that the package you have d

docd hes the packa Lintril

¥ )

d by CRAN, you can compare the mdSsum of the .exe to the fingemprist

windows: both graphical and command line versions are available.

® Should ! run 32-bat o 64-hat R?

Frequently asked questions

v Wi

Please see the R FAQ for general information about R and the B Windows FAQ for Windows-specific information.

Cther builds

o Patches 1o this relense are incorporsted i the r-parched spapshos budld
s A baild of the developmenst versian (which will eventually become the next major rebease of R) is avaslable i the r-devel ssagihor build,

® Previous releases

Nate to webmasters: A
b o >/ W

stable link w
W -

hich will redirect to the currest Windows binary release (s

Last change: 2020-02-29

b.

For Mac users, click “R-3.3.3.pkg” to install version R 3.3.3. Make sure that you install
XQuartz at https://www.xquartz.org/ as well.
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1. 2 INSTALL THE R COMMANDER PACKAGE
There are two ways to install the R Commander package.

The first way to install R Commander (an easier way):

1. Once you have installed R, open it by double-clicking on the icon.

To launch R,
double click the

icon

2. A window called “R Console” will open.



R RGui (32-bit)
File Edit View Misc Packages Windows Help

BLER0OEOE

& version 3.6.3 (2020-02-29) -— "Holding the Windsock™
Copyzight (C) 2020 The R Foundavion for Stavtistical Computing
FPlactform: 3138é~wéd-mingw32/138€ (32-bit)

R &8s fres softwars and comes with ASSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Typs ‘license()' or ‘'licence()’ for disctribution detalls,

Racural language support but running in an English locale
R 13 8 collaborative project with many contributors.
Type ‘contributors()' for more information and
‘citation()* on how to cite R or R packages in publications.

Type ‘demo()* for some demos, ‘help()' for on-line help, ox
‘help.atart()' for an HIML browser interface to help.
Type 'q()* te quic R.

> |

3. At the > command prompt, type the command install.packages("Rcmdr"), and click “enter”.

R RGul (32-bit)
File Edit View Misc Packages Windows Help

R version 4.1.0 (2021-05-18) -~ "Camp Pontanezen”
Copyright (C) 2021 The R Foundation for Statistical Computing
| Platform: i386-wé4-mingw32/1i386 (32-bit)

R i3 free sofrware and comes with ABSOLUTELY NO WARRANTY.

You are welcome to redistribute it under certain conditions.

Type ‘license()' or 'licence()' for distribution details.
Hatural language support but running in an English locale

R is a collaborative project with many contributors,

Type ‘contributors()' for more information and

‘citation() ' on how to cite R or R packages in publications.

Type 'demo()' for somes demos, ‘help()’ for on-line help, or
‘help.stacrt()' for an HTML browser interface to help.
Type 'q()’' to quit R.

[Previcusly saved workspace restored]

> install.packages (“Rcmar®)|




4. R will ask you to select a CRAN mirror; pick the first, "0-Cloud" mirror, or a mirror site near you.

Fil Fu2 View WMo Patiages  Windows  Help

|
| Secure CRAN mitrors
IR verston 4.1.0 (2631-05-18) -~ "Camp Ponctanezen®

| Copyrigns (C) 3031 The & Fouodation for Statistical Cosputing _L
[heegn]

| Plasform: 1306-wis-mingwdd/130¢ (33-5it) hustrah (Carkerra)
| | Austrahe {Melbouene 1) [inttps]
| K 43 free scfruare and comes with ASSOLUTELY 2O WARNANTY. |Australia (Melboune 2] (https]
| You are welosme to redistribate 15 under Certain conditioms, M"“’NM
| Type 'itgenss()' or 'licence()' for dissribation deteils. {https|
|Eekpum {Brussels) (httpe]
’ Matursl language wupp vt te an English locals ml(‘:zlm‘ll
PR i3 s collaborative project with many contribuzors, Beazd (U} {htips]
| > Beazd (5P 1) | htpe)
[ Type ‘contzidotore{)’ for more informaticm and Bead (5P 2) [Mtgal
i ‘Gisation{)’ on DoV to cite § or ® packages in pubiicasioms. ia [httg)
| Canacis (M) (revps)
| Type ‘demct) ' for some demzs, 'Belp()' for an-lise help, ot Canada (ON 2) [hzps]
| '‘nelp,starc()* for an HIML browser interface to help. Chie (Santiago) fhetps}
| Type 'q()* To quic R. Chirw (Beging 2) [aps]
| Chima (Mefes) [ttpal
| [Frevicunly maved wordspece sestores) Chira (Mong Kong) [hites)
| Chins (Gusngshed [hitg=]
| > install.gecEsges|"Romay®)| CThina (Lanshou) (Mepy]
| Inscalliing package inte ‘Ti/Dsers/suwd/Documencs/Biwin-library/4.1° China (Nangng) {https}
| (s '110* 1s umspecified) China (Shanghal 1) [hatps)
| =<= Plesse select & CRAN mirsor for Saw 3n Shis session —-- c:‘h..'msaﬂ"’l‘l

5. Once the R commander package is installed, to load the Remdr package, just type the command
library(Rcmdr) beside the > prompt and click “enter”. The name of the package is case sensitive.

QRGGGI-ND
Edit  View Muc Packages Windows Help

@8] Blw[c] ][]

R vermion 4.1.0 (2021-05-18) -- "Camp Pontanezen"
Copyright (C) 2021 The R Foundation for Statiscical Computing
Platform: 13046-wEd-mingwdd/1306 (32-bit)

R is free software and comes with ABSOLUTELY MO WARRANTY.
You are welcome to redistribute it under certain conditionas.
Type ‘license()' or 'licence()' for distribution details.

Natural language support but running in an English locale
R 13 a collaborative project with many contributoras,
Type ‘contributors()’' for more information and
‘citation() ' on how to cite R or R packages in publications.
Type ‘demo()' for some demos, 'help()' for on-line help, or
‘help.start ()’ for an MIML browser interface to help.
Type 'q()' to quit R,
[Previously saved workspace restored)

> itbrazy(Remdr)|



The second way to install the R commander package:
1. Once you have installed R, open it by double-clicking on the icon.
2. A window called “R Console” will open.

3. Click “Packages” on the menu bar, select “Install package(s)...” in the drop-down menu.

R RGui (32-bit)
File Edit View Misc P:g”;l Windows Help

|@I£lg| I%Iﬁl“ Load package...
W— Set CRAN mirror...

I Select repositories...
Install package(s)...
R version 4.1.0
Copyright (C) 20: Update packages... Computing

Platform: 1386-wi Install package(s) from local files...

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English locale
R is a collaborative project with many contributors.
Type 'contributors()' for more information and
‘citation()' on how to cite R or R packages in publications.
Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.starc()' for an HTML browser interface to help.

Type 'q()' to quit R.

[Previously saved workspace restored)

4. Click “OK” or select a location closest to you in the “HTTPS CRAN mirror” drop-down menu, and click
MOK”.
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Q RGu 32-bit
Fidle Edit View M Pachages Windows Help

R version 4.1.0 (2021-05-18) =~ *"Camp Pontanezen"
Cepyright (C) 2021 The R Foundation for Staristical Computing
Platform: 1396-wé4-mingw32/138€ (32-bit)

R 15 free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or ‘'licence()' for distribution details,

Natural language support but running in an English locale
R 13 a ceollaborative project with many contributors.
Type ‘contributors()' for more information and
‘caitation()' on how to cite R or R packages in publicaticns.
Type ‘demo()' for some demos, ‘help()' for on-line help, or
‘help.start()’ for en HTML browser interface to help.
Type 'q()' to gquit R.

[Previousaly savad workapaces restored]

> utilet:: :menuinstallPkgs ()
=== Please select 2 CRAN mirror for use in this session ---

a [https|
| Ecuador (Cuenca) [https]
{Ecuador (Quito) [https]
Estonia [hitps]
France (Lyon 1) [https]
France (Lyon 2) [https]
France (Marseille) [htps)
France (Montpeller) [hitps]
| Gesmany (Erlangen) htips]
\Germany (Leipzig) [hitps] V)

(R [ concw |

5. Scroll down in the “Packages” drop-down menu, select the package “Rcmdr” and click “OK”.
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Q RGu (32-bit)

File Edt View Mmc Packages Windows Help Packages
=] a] =la]o] @S] oo ®
ooE ot
m RClimacell
rClinicalCodes
rchipboard
RClone
R version 4,.1.0 (2021-05-18) -~ "Camp Pontanezen® RelusToot
Copyright (C) 2021 The R Foundation for Statistical Computing CMA
Platform: 1386-wé4-mingw32/1386 (32-bit) A
|Remdr
R is free software and comes with ABSOLUTELY NO WARRANTY. RemdrMisc
You are welcome to redistribute it under certain conditions, RemdePlugin.aRnova
Type ‘license()' or ‘'licence()' for distribution details. RemdrPlugin. BiclustGUI
RemdrPlugin BWS1
Natural language support but running in an English locale RemdrPlugin.coin
RemdrPlugin DCCV
R is a collaborative project with many contributors. RemdrPlugin. DCE
Type ‘contributors()' for more information and RemdrPlugin.depthTools
'citation()' on how to cite R or R packages in publications. RemdePlugin. Dok :
Type ‘demo()' for some demos, ‘help()' for on-line help, or Wgz‘\‘r
‘help.start()' for an HTML browser interface to help. ww ’.
Type 'q()' to quit R. WR
RemdePlugin FactoMineR
[Previously saved workspace restored] RemdrPlugin FuzzyClust

> utils:::menulinstallPkgs() RemdePluginHH
~=-= Please select a CRAN mirror for use in this session --- RemdePlugin IPSUR
> utilse:::menulnsctallPkgs() i

6. Once the package is installed, the message “package ‘Remdr’ successfully unpacked and MD5 sums
checked” should be shown in the R Console window.
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R RGui (32-bit)
File Edit View Misc Packages Windows Help

EEEIREE
T
Q R ,. R
R version 4.1.0 (2021-05-18) -- "Camp Pontanezen”

Copyright (C) 2021 The R Foundation for Statistical Computing
Platform: i386-w64-mingw32/i386 (32-bit)

Py .-:*"n'

R is free software and comes with ABSOLUTELY NO WARRANTY.
You are welcome to redistribute it under certain conditions.
Type 'license()' or 'licence()' for distribution details.

Natural language support but running in an English locale

R is a collaborative project with many contributors.
Type 'contributors()' for more information and
‘citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-line help, or
‘help.start()' for an HTML browser interface to help.
Type 'qg()' to quit R.

[Previously saved workspace restored]

> utils:::menulnstallPkgs ()

--- Please select a CRAN mirror for use in this session ---

trying URL 'https://cloud.r-project.org/bin/windows/contrib/4.1/Rcmdr 2.7-1.zip'
Content type 'application/zip' length 4451930 bytes (4.2 MB)

downloaded 4.2 MB

package ‘Rcmdr’ successfully unpacked and MDS sums checked

The downloaded binary packages are in
C:\Users\suw3\AppData\Local\Temp\RtmpcnGr4a\downloaded packages

< >

7. Once the R commander package is installed, to load the Remdr package, just type the command
library(Rcmdr) and click “enter”.

1.3 STARTING R COMMANDER

If R is not already open, open it by clicking on its icon. To open R Commander, at the > prompt type
library(“Rcmdr”) and press Enter. If an error message says “lack of some packages, would you like to
install those packages”, click “Yes” and select “download from CRAN”.

You should see a large new window pop up, labeled R Commander.
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WA L o - o Sy

v Fdn Deta  Swtistcs Geaphe  Modets Distiitetions . Toow  Help

R Daaszet ' 1 yset £a data st View data set|  Mooe:

You are now ready to analyze your data with R Commander. If you close this window while R is still
open, you can start R Commander again by entering the command “Commander()” in R Console.
Entering “library(Rcmdr)” in this situation will not work unless you close R and open it again.

1.4 TROUBLE SHOOTING
One possible way to fix the problem is to copy the error message to Google and you might find a
remedy. Here are some common problems when installing R commander, the “Recmdr” package.

1. Error messages say something like “Warning in install.packages("Rcmdr") :

'lib = "C:/Program Files/R/R-3.6.3/library"" is not writable”.

a. Run R with Administrator privileges by right-clicking on the R shortcut and selecting 'Run as
Administrator’.

b. Double check whether you have any anti-virus program or security setting blocking installing
software from so-called unknown developers. If yes, you might need to set your default
secure cran mirror as trustable site.

2. Any error related to the tcltk package:
a. You might have installed the most current version of R, but your system has not been
updated. Try installing a previous version, say R 3.6.3 for Windows users and R 3.3.3 for
Mac users.
b. For Mac users, make sure that XQuartz has been installed.

3. Something like .zip file is not writable. Change the path before installing Rcmdr:
libPaths("C:\\Program Files\\R\\R-3.6.3\\library")

4. Make sure that you run XQuartz before running R. Restart your computer if opening XQuartz behand
does not work.
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Attaching puackage: ‘cardata’
The followning objects are masked from ‘package:car’:
Guyer, UN, Vocab

lottice theme set by effectsTheme()
See ?effectsTheme for details,
xcode-select: note: no developer tools were found at ‘/Agplicetions/Xcode.op
requesting install. Choosa2 an option in the diclog to download the command 1
developer tools.
Error : .onAttoch failed in cttachNamespace() for 'Remdr’, details:

call: structure( . External(.C_dotTclObjv, obiv), class = "tclObj")

error: [tcl] invalid comrand nome “image".

In addition: Warning messages:

1: running commond ' /usr/binsotool’ -L ‘/Librery/Framesorks/R . framewark/
Resources/library/tcltk/libs//tcltk.so'' nad status 1

2: In fun(libname, pkgname) : couldn't connect to disploy “:@"

Erlror: puackage or nomespuace lood failed for "Romde'

>
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LAB 2 FIRST TASTE OF R AND R COMMANDER

This lab introduces how to enter data into R and explore the data using figures and numerical
summaries.

2.1 DATA ENTRY
There are several ways to enter data into R: manually enter, import from an existing data file, export
from a built-in R package.

2.1.1 Manually Enter

1. Start a new data set through Data = New data set...

2. Enter a new name for the data set, say “usedcar” = OK
Note: the name cannot have space and special symbols such as $
Note: R is case-sensitive hence usedcar#Usedcar

3. A data editor window where you can type in your data using a typical spreadsheet format. You
can type rowname (say car), variable names (say price and age). Each row corresponds to one
independent observation. For example, the spreadsheet below shows the price (in $1000) and
the age (in year) of four used cars. The first car is 1 year old and its price is 14 ($1000).

4. Press Enter or click “Add row” if you need more rows.

5. Click “Add column” if you need more variables.

6. Click “OK”.

t St Slanat Greg Aevte S fhurmne
R Dataser No active dasaset " Edil data set | G View data set  Mogdet 3 <No actie mode

R Scnpt B Maskgawn

oy
r = =
# Data Editar: car Lo (5 S

File Eoit Help

A row Add column

1 @nen

O K Cancel

2.1.2 Import From an Existing Data File

The existing data can be SPSS, Minitab, text, excel, SAS, and STATA data sets. We demonstrate with text,
SPSS and Excel files. Data files used in this manual will be available in Blackboard (or another location
specified by your instructor) and students can download them there.
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Import from a text file
The data file needs to be organized as a classic data frame. Each column represents a single variable, e.g.
price. Each row represents one individual. Header information needs to be contained to a single row.

For this example, please download the file called car.txt from online.

1. Date—>Import data—)from_text file, clipboard or URL...

B Read Texy Data From Fie, Ciphoant o IRESEE

E Heip o OX R Cooce

2. Enter the name (say car) for the data set and click “OK”.

3. Follow the path to where you stored the text file named car.txt is stored, and click “open”.

4. The imported data set “car” is now an active data set. Click “View data set” to view data.
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- — 1= pX4
RESgpmandes & . | ——— .
File Edit Data Statistics Graphs- Modets - Distributions  Tools  Help

R Dataset mwurifmmmgQQwNaum Model: | ¥ <No active model>

R Script (R Markdown

UsedCar <- read.table("M:/statlbl/data/car.txt",
na.strings="NA", dec=".", strip.white=TRUE)

header=TRUE, sep="",

Qutput ;'!Si.lﬂit;
> UsedCar <- read.table("M:/statl5l/data/car.txt", header=TRUE, sep="",
+ na.strings="NA", dec=".", strip.white=TRUE)
1
2
3
4
S
L
7
8 g
9 6950
10 7850
Messages 11 6939
- 12 5995
[fGui with the single-document interface (SDI}; =es ?Commander. 13 4950
[3] NOTE: The dataset UsedCar has 15 rows and 2 columns. 14 4495
S 2850

Note: R commander was developed as an easy to use graphical user interface (GUI) for R language.
The task can be also carried out by typing the commands directly in the R Console window. The
corresponding commands are shown in the R Script sub-window. And the corresponding computer
output is shown in the Output sub-window. In the Messages sub-window, it tells us that the data set

has 15 rows and 2 columns.

Import from an SPSS file

For this example, please download the file called 8variable_salehome.sav from online. This data set

gives the price of 88 sale homes and had columns that detail eight features of the homes.

1. Date—>Import data—>from SPSS data set...
-

B e SPRS Date e
B name for data ser. Heme
LCorvetwiie indels

[IER BRI R

Loowert vanatie names
10w e

Maarmum mdar  Irf

nfl wliw fuiwels

for oo comennzion

| @ree

~

s

l L xc.rml

2. Enter the name (say Home) that you want to call the data set and click “OK”.

3. Go to the path where the sav file 8variable_salehome.sav is stored and click “open”.
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4. The imported data set “Home” is now an active data set. Click “View data set” to view the data.

e M— —
YR R Commandee =
| i ot Oata ot Grpto Moden Outibites foon  Hedp

JR  Datasett | Mome ‘Eondaaset | Viewdataset Mcdel ¥ <No active mocel s

B Sonet | Marktowm

Howe <- read.spss(” statd32 lab/Fall20ld/Tvariable salehome.sav”,
use.value. label E, max.value. labels=Inf, to.data.frane=TRUZ)
caolnanes{fone) <- tolower (colnanes{Hoae))

Cutput .'.Suhm'l
> Nope <- read.apas (™™ T252_1An/Fall201€/ variable _sslshone  sav*,

s upe, valus, labsle=TRUN, sax.valus,labele=Ing, =o,data, frans=TRUK]

> ¢ nagss (Homm) <= tolowmricolinames (Hosw) )

o wanwwmmmnww i

Import from an Excel file
For this example, please download the file called marathon.xlsx from online.

1. Data—>Import data=>from Excel data set...

'R Import Excel DataSet - - uﬂ

Enter name of data set: jMarathod

Variable names in first row of spreadsheet
] Row names in first column of spreadsheet
[¥] Convert character data to factors

Missing data indicator: <empty cell>

[ @Help l [ J’OI( H xCancel’

2. Enter the name (say Marathon) for the data set and click “OK”.

3. Go to the path where the Excel data file is stored and select the file marathon.xlIsx and click
“open”.

4. The imported data set “Marathon” is now an active data set. Click “View data set” to view the
data.
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f 1

R Dataset Marathon Egit data set (A Viewdataset| Modet ® <ho

RSt IR Marksiown

-

R Marathon

ey ) e

Messape

Marathon «
heador=TRUE,

> Mazat?

neade

M3ul with the single-dosusant

[3] NOTE: The dataset Marathon has 23 rovs and 4 columns,

readAL ("M:/

statiSl/data/Maracthon,. xisx", rowna

« Sheet="She ringsAsfFactorssTals)

nas=

interface (3DI1): see TCommander

This data set gives the winning times (in minutes) for men and women in the New York City Marathon
between 1978 and 2006 (www.nycmarathon.org). The last column gives the difference in winning time
between female and male.

2.2 ExPLORE DATA USING R COMMANDER
Basically, there are two types of statistics: descriptive statistics and inferential statistics.

e Descriptive statistics consists of numerical and graphical methods for organizing and
summarizing the sampled data. One only focuses on the sampled data.
e Inferential statistics consists of methods for drawing conclusions about the population based on

information obtained from the sampled data. It uses the sampled data to make estimates,
decisions, predictions, or other generalizations about the population. For inferential study, look
for the key words “estimate for all” or “prediction for al

|II

This lab session focuses on how to obtain descriptive statistics using R commander. Statistics is all about
data. And data are information about a group of individuals organized in variables. There are two types
of variables: qualitative/categorical and quantitative variables. The quantitative variable can be further
classified as either continuous or discrete.

e Qualitative variable: A non-numerically valued variable that classifies subjects into different
categories, such as “Name” and “Sex”. The values of qualitative variables are not numbers. A
qualitative variable is also called a categorical variable.

e Quantitative variable: A numerically valued variable (e.g., “Number of hours/day on internet”).
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There are two types of quantitative variable --- continuous and discrete.
o Continuous variable: A quantitative variable whose possible values form some interval
of numbers (e.g., height, length of feet, salary, age). Technically speaking, continuous


http://www.nycmarathon.org/

variables have an arbitrary number of decimal places. For any two possible values, we
can always find some value in between.
o Discrete variable: A quantitative variable whose possible values can be listed (e.g.,
number of siblings, number of phone calls within an hour.)
The following table summarizes the descriptive methods for some standard statistical tasks.

Descriptive Statistics

Task | Graphical Numerical
Display one [ pie chart frequency table
qualitative variable bar chart relative frequency table
- l).ir.\pl.'l'\' two [ >iv(lv-|»_\r'—si|‘|c" ('Hll‘{illg(-‘ll;‘_\-' table
qualitative variables || pie or bar chart
Display one histogram S-number summary
quantitative dot plot (mean, SD)
variable hoxplot (median, IQR)
| stem-leaf plot
Display two ’ scatter plot correlation coefficient
quantitative variables | r and r? (covered in Chapter 14)
Display one [[ side-hy-side HS-number summary
qualitative and histogram (mean, SD)
one quantitative variables hoxplot (median, IQR)
stem-leaf plot by groups

The 8variable_salehome.xlIsx price dataset that you can find and download from online will be used as a
demo in this section. There are eight variables of different data types. Size, area, age, and price can be
treated as quantitative continuous; bath (# of bathrooms) and stories (# of stories) can be treated as
quantitative discrete, and pool and roof are qualitative (categorical). We first import the data set into R
commander.

1. Data—>Import data->from Excel data set...

2. Enter the name (say Home) for the data set and click “OK”.

3. Go to the path where the Excel data file is stored and select the file 8variable_salehome.xlIsx
and click “open”.

4. The imported data set “8variable_salehome.xIsx” is now an active data set named Home in R.
Click “View data set” to view the data.
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i3 : Area agem bath stories
1865 Yes §509.4 18
B 2576 Yes 11076.9 15
BN2576 Yes 10168B.8 15
2056 Yes 313430.4 15
11083.5 17
1882 Yes 10559.8 18
2102 Yes 14533.7 16
241 Yes 95%6.2 &
2461 VYes 10231.5 6
10911.5 1¢
1954 Yes 13605.7 17

Non-tile 1459850
Non-tile 160000
Non-tile 1384000
Non-tile 152000
Non-tile 149000
Non-tile 132000
Non-tile 150000
Tile 190000
Tile 226000
Non-tile 120000
Kon-tile 141000
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M2455 Yes 14704.1 16 - Non-tile 1£9000
B1730 Yes 14623.4 17 % Non-tile 138600
}11655 HNo 9747.7 18 ? Non-tile 124000
BI1865 Yes 5932.9 18 . Non-tile 130000

Tile 150000
Tile 243000
Non-~tile 137500
Non-tile 111300

1632 Yes 10274.4 18
2718 Yes 9675.3 €
31682 Yes 11825.1
Bl1682 Ko 14831.5

ol s

.
e
D S R S R e L I I I S S Sy SRS BT SRS S

WWWNoNWNWWWUWNNNNRODWUNNNN BN D WO NN N WWN

NN 1954 Yes 16122.5 Non-tile 152000
2214 Yes J2358.3 18 < Non-tile 147000
NS 271E Yes 16214.1 € 3 Tiie 245000
eI 2576 Yes 12055.5 1S a Non-tile 175000
3124 No 9497.6 € Tile 242500
2128 Yes 9823.7 15 Non-tile 152000
M31655 Yes 10520.5 18 Non-tile 137000
2214 Ko 10739.¢ 19 Ron-tile 148000
NN257¢6 Yes 11087.7 1S fNon-tile 175000
32028 Yes 16458.6 10 - Tile 210000
BIMI2576 Yes 1036B.5 15 - Non-tile 169%00

2. 2.1 Obtain Numerical Summaries
We can obtain the numerical summaries for each variable of the active data set:
Statistics & Summaries 2 Active data set

| IR ———.SN ) For quantitative variables, it

He-6h Don SRR G20 : ook thg gives the mean and five
(R Damset  Mame | /Eoitcatases || §Wewdstaset! Modet| X <tio sctive mode s o
R ‘ 8 : number summaries, i.e.,

R Scrpt & o . . .
il minimum, 1%t quartile, median
Marathon <- readXL{"M:/statlSi/data/Marathon.xlsx", rovnames=taL3E, 3 nd H rd
header=TRUE, na="", sheet="Sheetl", stringsiAsFactors=TRUE) | (2 quartlle), 3 ! and
library(foreign, pos=14) maximum. Take age for
flome <- read.spas{"M:/stat252 1abd/Fall2016/7variable salahcm=.say", = .
use.valoe,labels=TRUE, max.value,labels-Inf, zo.data.frame=TRUE) 1 example: the average age of
colnanes (Homel <- tolower(colnames(Home)) those 88 sale homes is 14.14
sumrary (Hone) | . .
’ years with a median 16 years.
Js
‘ The newest 25% of homes are
Outpt L W Somit | between 6 to 9.75 years old;
» colnanss (Home| <- tolower [colnames|{Hons)) 2 another 25% are between 9.75

and 16; another 25% are

> smary (Homs)

size area _stpries between 16 and 18; the oldest

Min, ;1514 Min. : M9 Min. :1.000

lat Qu.:136S Ist Qa.: 9330 1at Qu.:1,000 25% are 18 years old.

Median 12214 Median 10483 Madian (

Mean 12244 Maan 4 :11773 Mzan @

3rd Qu.:2576 Ird ¢.:12751 3rd Qu.:1 H H H

Sty vy ek il 2. For‘quallta?tlv.e (categorical)

roof | variables, it gives the
Non-rile!63 1l¥ = | ’ )
Hie. 13 Aatigs frequencies (number of times)
148000 for which values occur. Take

Mean :164405
3rd Qu. 1191250 Pool for example: 18 out of 88
Max. :262500

: homes do not have a
swimming pool and 70 have.
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We can obtain the numerical summaries for a single quantitative variable.
1. Statistics > Summaries > Numerical summaries...
Note: numerical summaries are only for quantitative variables. For categorical variables, we use
frequency distributions to summarize counts of the variable values (see below).
2. Select the variable of interest, say age, from the list and click OK.

B Numaerca Summanes - - - — -
-.- 18 Lo O ¥
@hao Reset | of OK ] K Cancel " Agply
Output:
mean sd IQR 0% 25% 50% 75% 100% n
14.13636 4.823748 B.25 6 9.75 1é& 18 18 B8
Understand the output:
mean Sample mean, measure of central tendency
sd Sample standard deviation, measure of spread (variation)
IQR Inter-quartile range=3" quartile-1%* quartile, the middle 50% of the observations
are within IQR
0% Minimum value, 0*" percentile
25% 1°* quartile. The value below which 25 percent of the observations may be found.
50% 2" quartile, the median. The value below which 50 percent of the observations
may be found.
75% 3™ quartile. The value below which 75 percent of the observations may be found.
100% Maximum value
n Sample size, number of individuals in the sample

We can obtain the n
1. Statistics 2>

umerical summaries for a single qualitative (categorical) variable.
Summaries 2 Frequency distributions...

2. Select the variable of interest, say pool, from the list and click OK.

R Frequency Distributions - —-— — e G Output: 1. Counts are the
COounts: f .

Variables (pick one or more) pool requencies.

peo! No Yes

roof 18 70 2. Percentages are

["] Chi-square goodness-of-fit test (for one variable only) the relative
percentages: frequencies

| Brep | i 9 Reset H o OK H * Cancel H & Apply pool multiplied by 100

Ho Yes counts

20.45 79.55 | =—,— x 100.
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We can obtain the numerical summaries of a single quantitative variable among different sub-groups.
1. Statistics 2 Summaries 2 Numerical summaries...
Select the variable of interest from the list, e.g., price

2.
3. Click “Summarize by groups...”
4

In the pop-up window “Groups”, select the categorical variable defining the sub-groups (say the
roof type indicating the whether the home has a tile roof or non-tile roof) and click OK.
5. Click OK in the pop-up window Numerical Summaries.

R Numencal Summarnies

lala | Suatisticy

-

Varnabies (pick one of maofe) o ()"JUP\ &'

age

area Groups ko

size —

e < 0;‘ ¥ Cancel

Summarnize by groups. } -

& Heip '3 Reset - OT | ¥ Cancel & Apply
Output:

=d IQR 0% 25% 30% T15% 100% data:n

Non-tile 139%225.7 20080.80 27500 105000 123500 137000 151000 185500 83
Tile 2277856.0 25B33.54 35000 150000 210000 237000 245000 262500 25

Interpretation of the computer output:

1. Out of those 88 sale homes, 63 homes have a non-tile roof and 25 have a tile roof.
2. The average price of homes with a tile roof is $227856.0 and the average price of homes with a
non-tile roof is $139225.7, which means on average homes with a tile roof are more expensive

than homes with a non-tile roof.

3. The price of homes with a tile roof has a larger variation than the price of homes with a non-tile
roof, because it has a larger sample standard deviation ($29833.54 versus $20080.80) and a
larger IQR ($35000 versus $27500).

4. The price of homes with a tile roof also has a larger minimum, quartiles, and maximum,

respectively.

2.2.2 Obtain Graphs

Almost all graphs can be found under Graphs in the menu bar. In general, the bar chart and pie chart are
for qualitative (categorical) variables, while the histogram, boxplot, dot plot, and stem-and-leaf display
are for quantitative variables. The scatter plot is for two quantitative variables. The quantile-comparison
(QQ) plot is used to check whether the data follow a certain distribution. We can use it to check whether
the data follow a normal distribution; this is called the normal probability plot in the textbook.

Histogram for a single quantitative variable:
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1. Graphs > Histogram...

Select the variable of interest from the list, e.g., price

3. Click Options to specify the Axis scaling; use Frequency counts for frequency and Percentages
for relative frequency. Specify the labels and the title of the histogram if you want.

~

4. Click OK

R Histogram - REERER | e e - — R Histogram - R e “
Data \Options ‘Data‘ Options(
Varlable (pick one) Plot Options Plot Labels
age
ar-ea Number of bins: <auto> X-axis label Price (in §)
bath Axis Scaling <l J
el B | () Frequency counts y-axis label Relative Frequency
size @ Percentages 4] |t
plories Densities Graphtitle |Histogram of Price of Sale Ho
Plot by groups...! ¢ 11l [

. @Help GReset || of Ok || 3 Cancel || ¢ Apply | @ el | ’ “ Reset H « oK } % cancel || @ Apply '

0 W irmghce Oweee 2 ACTIVE) e X~

Histogram of Price of Sale Homes

20
|

Relative Frequency

05 10

100000 200000
Price (in §)

Side-by-side histogram to compare a single quantitative variable among different sub-groups

Graphs = Histogram...

1. Select the variable of interest from the list, e.g., price

2. Click Plot by groups..., select the categorical variable defining the sub-groups (say roof), click OK
3. Click Options to specify the Axis scaling, making sure to use Percentage for a side-by-side plot

4. Click OK
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We can also draw the side-by-side boxplots to compare the price of homes with a tile and non-tile roof

(see the boxplots output below)

1. Graphs 2 Boxplot...
2. Select the variable of interest from the list, e.g., price
3. Click Plot by groups..., select the categorical variable defining the sub-groups (say roof), click OK
4. Click OK
W T e T e e —— -
Dats im‘m ._DLI‘:;AOLHUM | [
Varlable (pick one) R Growps i Kentity Qutliers Plot Labels
:?:a Groups vanable (psck one) ."“;19.'"'.@ -as label - <auto>
bath pook - With mouse L ———
foice & TR No y-ads tabel  <auto>
size ! _— 8 I+
ik ‘ 4 oK. ‘ * Cancel ' Graphtitlie  <auto>
Plotbyms;l ]+
@ren | | Hrese || o ok || 2 concer || ¢ agpy | @rew | | brese |[ o ox || K cance || & apoy

Side-by-side Histogram of Price of Sale Homes

roof = Non-tile

percent
o 20

200000
L

percent

Side-by-side Boxplot of Price of Sale Homes
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L
>

=

100000

Nan-tie Tile

Bar Chart for a single qualitative (categorical) variable)
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1. Graphs > Bar graph...
2. Select the variable of interest from the list, e.g., pool (whether the home has a swimming pool)
3. Click Options to specify style of the bars. Click OK
4. Click OK
Wi W R W W | geacach R — - W
Data [Dptians ‘Data Optiors |
Vanabie {pick one) Swyse of Group Bars Plot Labels
Divided (stacked) ¥-2005 iabel  <auto>
oo - @ Sice-by-side (paralier] 3" I+
Position of Legend y-&xs iabel  <auto>
oot b.'grouos.j ® Right *
" Center Graph title  <auto>
Left
| @rew | | G || Sox | e [ Aoy | || [ @ber | | SRee [ ok || Bewen || ooy |
Pie Chart for a single qualitative (categorical) variable
Graphs = Bar graph... 2 select the variable (say pool) 2 Click OK
Bar Chart with Frequency Pie Chart
g pool
S -
?
E‘ 9
[ A -
2 4
No Yes
poat
Contingency (two-way) table for two categorical variables
1. Statistics>Contingency table> Two-way table...
2. Specify the row variable and column variable (say pool and roof, respectively)
3. Click Statistics>No percentage (only gives the counts in each cell)
4. Click OK
[T W Yol R WG Ty Tave | R |
| Data | Stamties | [ate) Staatics
Row vaniable (pick one) Column variabie (pick one) Compute Fercentages
‘_pool -' Row percentages
- Column percentages
Subzet expression ' Parcentanes of total
<all valid cases> @ [No percentages
g y Mmum:;x Tests
Chissquare test of independence
! Components of chi-square statistic
Pt expecied freguencies
Fisher's exact test
B | | baee || 0 || B camce || & acoy |

| @uee | | Breet || ook || % conce || e a0py |
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Output: 1. The row variable is pool, and the column variable is roof
Frequeacy tabl 2. 11 out of 88 homes do not have a swimming pool and
, "I‘.__f:n_,.t Y have a non-tile roof; 7 have no pool but a tile roof; 52
No 11 7 have a pool and non-tile roof; and 18 homes have a pool
e 2 = and a tile roof.

Side-by-side bar charts (conditional on sample size of sub-groups) for two categorical variables

Based on the contingency table, we can draw a side-by-side bar chart to check whether those homes
with a swimming pool and without a swimming pool share the same pattern regarding to the roof type.

1.
2.
3.

Graphs = Bar graph...

Select the variable for X-axis, e.g., pool

Click Plot by groups, select the variable whose pattern is of interest (say roof type here). Click
ok.

Click Options to specify style of the group bars. Under Axis Scaling, choose Percentages. Under
Style of Group Bars, choose Side-by-side (parallel). Under Percentages for the Group Bars,
choose Conditional. This will account for the sample size in each sub-group, and the provided
percentage in each cluster of bars will be the percentage from each subgroup. Click OK.

Click OK

Below, you can see:

1) the bar for no pool and non-tile roof is at a height of 11/18 = 61.1% and the bar for no pool
and no-tile is at 7/18 = 38.9%. Percentages add to 100% for the no pool group.

2) the bar for yes pool and non-tile roof is at a height of 52/70 = 74.3% and the bar for yes pool
and tile roof is at 18/70 = 25.7%. Percentages add to 100% for the yes pool group.

ar Graph

@ Hondie B Tie

- Vo'x'c’»'.z-_z:
f Selet

® Defauk

e Condtomal
) Toral
Peseion of
® Above plot
) Right
Conter

J et

@ Help

) Frequency courts

) From cclor palette

() Davided {(stacked)

® Sde by wde (parabel)

Legera

woanis label | <mtor
y-anis bbe) | <ato>

Graph title cuto>

Roget o Ok & Cancel

Apply

Side-by-side bar charts (using overall sample sizes) for two categorical variables
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If at step 4 above, you had chosen Total under “Percentages for Group Bars”, the bars did not consider
the sample size of each subgroup, you would divide the total of each bar by the overall total number of
observations in the dataset. This is not useful or desirable when samples sizes are different, but the
example is included here so you can see what happens.

Here you can see:

1) the bar for no pool and non-tile roof is at a height of 11/88 = 12.5% and the bar for no pool
and no-tile is at 7/88 = 8.0%.

2) the bar for yes pool and non-tile roof is at a height of 52/88 = 59.0% and the bar for yes pool
and tile roof is at 18/88 =20.5 %.

3)The total of all the percentages over all the four bars is 100%.

R Sat Geaph
oo
B Monbe B Tie
Frequency counts x-exu labe! | [
& Percertager
y-axe label | <auto
& Defaur
From color paleste Geaph title < R0
Dwadied (stacked
® Side-by-ude (paraliel) &
£
Condd ral
& Total ~
ton of Lege
® Above plot
Rignt
Certer
Left
= . ke Ve
@an Rewet o OX K Cancel o Apply
peoal

Side-by-side pie charts (with subset data sets) for two categorical variables

There is no easy way to draw a side-by-side pie chart; we need to select the subset of cases of interest
and then draw an individual pie chart for each subset. For this example, we begin with the active data
set you called Home in R (that was from the Excel file 8variable_salehome.xlIsx that we have been using
throughout section 2.2 of the manual) and then select homes with a swimming pool and save the data in
a new data subset called PoolYes, and then we select homes without a swimming pool from the active
data Home and save that data in a new data subset called PoolNo. And then we draw one pie chart on
roof type for each subset dataset PoolYes and PoolNo.

1. Data—>Active data set>Subset active data set...
Select the variable to split the data (say pool here)

3. In Subset expression, type the selection condition. For example, pool=="Yes"”’
Note: if the value is not numerical, you need to surround the value with double quotes. Also,
the variable name “pool” is case sensitive, the outcome “Yes” is case sensitive, and you must
use two equal signs.

4. In Name of new data set, type the name of the new data set. For example, PoolYes contains all
homes with a swimming pool.
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Note: Now the active data set is PoolYes. Make sure you switch the active data set back to
Home before selecting homes without a swimming pool.

5. Click Data set, select the whole data set (Home) and click OK

name PoolNo as your Name of New data set.

Repeat for homes without a swimming pool. Use the Subset expression pool=="No" and use the

Note: if the value is not numerical, you need to surround the value with double quotes. Also,
the variable name “pool” is case sensitive, the outcome “No” is case sensitive, and you must
use two equal signs. Also, there is a space after No!
7. Click Data set, select PoolYes as the active data set and click OK
8. Graphs = Pie Chart..., select roof and click OK
9. Click Data set, select PoolNo as the active data set and click OK
10. Graphs = Pie Chart..., select roof and click OK

R Subsct Dota Set W | TR RCommander R Subset Data Set o s
Fde & Doty - Sttt saphs  Mode Dt utscar iz
¥ Include all variables 7 Include all vanables
<2 R Dataset  Poalfes _Edit gata set || 4 View data oR
Variables (select one or more) R Script (R Markdown
age ez’
area libraryi{foreign, pos=14|
hatt - Home <- read.spss(¥M:/stat252 lab/Fall20lé/ |3
3 use.value, label E, max.value.label bath 3
a2 3 colnames (Home) <- wer (colnames (Home) )
pace Yes <- =zubset (Home, subset=pool="* price
reof - roof -
: R Select Data Set inem
Subset expression Subset expression
poul=="Yes" Data Sets (pick one) pOO'::“NO;
i l 1l : 3 A }
Name for new data sel : :mn“ Name lar new tata sel
Poolved a [ - PaiNG
" w 0K & Cancel —.
@uep | | ok || % conce > 1id| | e | | of 0k ‘] ¢ cancel
With Swimming Pool Without Swimming Pool Comments:
rool oot 1. The patterns regarding to roof type are
different for homes with and without a
Non e . . . .
_—yy N P Y swimming pool, since the two pie charts
¥ h & h are not similar.
/' '\'.» /’ *\,‘ 2. Percentage of homes with a tile roof is
|" ) higher for homes without a swimming
| \ pool.
% %
A
\'\;_. Tow
—— T

For your reference, the following table summarizes selection operators in R.
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Symbol/code Name Use

== equality used to indicate the variable should equal
I= Inequality used to indicate the variable should not equal
& And used to combine multiple expressions

| Or used to combine multiple expressions
is.na{varname) Include the missing values of a variable
lis.na(varname) Exclude the missing values of a variable

> Greater than

< Less than

= More than or equal to

<= Less than or equal to

Scatterplot and Pearson correlation coefficient for two numerical quantitative variables.
Here we will investigate the relationship between two quantitative variables.
We again use the Home data.

Draw a scatter plot of price (Y-axis) versus size (X-axis). Could we model their relationship using a
straight line? How does price change when size increases?

1. Click Data set, select Home as the active data set and click OK

2. Graphs = Scatterplot...

3. Choose size as the y-variable and price as the x variable.

4. Click Options, select Least-squares line under Plot Options. Click OK.
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Comments: It might be okay to model the relationship between price and size using a straight line.
When size increases the price increases. This means price and size have a positive association.
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Like the five-number summary is the numerical summary of a boxplot, the numerical summary for a
scatter plot is the Pearson correlation coefficient r; it captures the association between the response

variable y (e.g., price) and the predictor variable x (e.g., size) in three aspects:

e Pattern: it captures only the linear association. Do not use the correlation coefficient r to
describe non-linear association.

e Strength: the closer r is to either +1 or -1, the stronger the linear association. r = 0 indicates no
or weak linear association.

e Direction: positive or negative. Positive association (r > 0) means that y and x change in the
same direction. That is, y increases (decreases) if x increases (decreases). Negative association
(r < 0) means that y and x change in the opposite direction. That is, y increases (decreases) if x
decreases (increases).

The following figure gives four scatter plots and their corresponding correlation coefficients.

r =-—0.020 r = 0.697 r = —0.887 r =0.989
Calculate the Pearson correlation coefficient between price and size.
1. Statistics>Summaries—> Correlation Matrix
2. Select price and size together, click OK
N Comelation Matns © —— — . Output
price size

€2 Hen

Reset

£ Ay

price 1.0000000 0.8571687
size 0.8571687 1.0000000

The correlation coefficient between price
and size is r =0.857. The value is quite
close to +1. There is fairly strong, positive,
linear association between price and size.

We can also calculate the correlation coefficient for each pair of the quantitative variables. To

do this, select all the variables when you run the correlation matrix commands above.
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Price and age have a
strong, negative,
linear association.
Size and bath have a
moderately strong,
positive association.

In statistics, it is important to check whether the data are taken from a normal population. The graphical
tool used is called the normal probability plot. The normal probability plot is also called the normal Q-Q

(Quantile-Quantile) plot since it is a scatter plot with the observed and theoretical quantiles as the axis.

It does not matter whether we put the observed quantile on the x-axis or on the y-axis. If the data are
taken from a normal population, the points roughly fall on a straight line. By default, R commander plots

the theoretical quantile on the x-axis and the observed quantile on the y-axis.

Using the home data set, check whether the price of sale homes follows a normal distribution.

1. Click Data set, select Home as the active data set and click OK

2. Graphs = Quantile-comparison plot...
3. Select price and click OK

W e Garpanin DU 1WA © e e - p—

Since the points are not roughly on a straight line, we
can conclude that price of the sale home does not follow
a normal distribution.

price

250000

150000 200000

£ 50,

o -

norm quandies
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LAB 3 PROBABILITY DISTRIBUTIONS (BINOMIAL AND NORMAL)

This chapter introduces how to use R commander to calculate probabilities related to Binomial
distributions (a discrete distribution) and normal distributions (a continuous distribution).

3.1 BINOMIAL DISTRIBUTION

A Bernoulli trial is a chance experiment with only two possible outcomes: success or failure. Let p be the
probability of success. Repeat the Bernoulli trial n times and let X=number of successes out of these n
outcomes. X follows a Binomial distribution with parameters n (# of trials) and p (probability of success).

3.1.1 Steps to Apply the Binomial Formula
o Identify n (# of trials) and p (probability of success);
e Write down the event using the variable X;
e Re-write the event in the form of P(X = a) or P(X < a) or P(X > a) if necessary.

3.1.2 Example: Application of Binomial Distribution
A quiz consists of 10 multiple choices questions with four choices A, B, C and D. | did not study and
randomly picked one answer for each question.

(a) Find the probability that | got six correct answers.

(b) Find the probability that | got at least one correct answer.
(c) Find the probability that | got at least nine correct answers.
(d) Find the probability that | got eight to ten correct answers.

Solutions: For each question, | either got the correct answer or not. Each question is one Bernoulli trial.
Since | randomly picked one answer, each of the four choices has the same chance to be chosen. There
is only one correct answer and the probability of obtaining the correct answer is 4. Whether | obtain the
correct answer for the current question will not affect the chance of getting the correct answer for the
next question, so the trials are independent with the same probability of success. Let X =# of correct
answers. X follows a binomial distribution. Its probability distribution is

P(X=x)=,C,p*(L-p)"™ = ,C,(3)Q-1)**=,C,(0.25)*(1-0.25)""*, x=0, 1, ...,10.
Re-write the events in the form of P(X = a) (binomial probabilities) or P(X < a) (binomial lower tail
probabilities) or P(X > a) (binomial upper tail probabilities).

(@) Find the probability that | got six correct answers. P(X = 6)

1. Distributions-> Discrete distributions—=>Binomial distribution->Binomial probabilities
2. In “Binomial Probability” window, put n in Binomial trials and p in Probability of success
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A N Conmwnden Probakility

1 0 0.0563135147085

M Sioomad Mropsolines — - - - 1 0187711715698 2

e— " 2 0.2Bl5675735474

Provabiny of sucees 023 3 0.2502822875977

Biren o ey || 4 0.1459980010986

- S5 0.0583992004395

. e e & 0.0162220001221

Output.glves the pro'bablllty' distribution, i.e., 6. 0030899047555

all p055|ble values x in the first column and & 0.0003862380981

their corresponding probabilities P(X = x) 9 0.0000286102295

. 10 0.0000009536743
in the second column. ?

P(X = 6) = 0.016222

Note: Your computer output may use notation with e- in it, depending on your version of R. In computer
outputs of R, 1.622200e — 02 = 1.622200 x 1072 = 0.016222, 1.622e + 02 = 1.622 X 10 = 162.2,
2.861023e — 05 = 2.861023 x 10™°> = 0.00002861023.

(b) Find the probability that | got at least one correct answer. P(X > 1)
NotethatP(X > 1) =PX>0)=PX=1)+PX=2)+--+PX=10)=1-P(X=0)

Therefore, there are two ways to calculate the answer:
e Based on the output of probability distribution, we find
1-P(X=0)=1-0.05631351 = 0.9436865

e We can use the upper tail probability P(X > x). In this question, we want P(X > 0).
1. Distributions—> Discrete distributions—>Binomial distribution=>Binomial tail probabilities...
2. In “Binomial Probability” window, put x in Variable value(s), n in Binomial trials, and p in
Probability of success. In this example, x = 0,n = 10,p = 0.25
3. Select Upper tail, since we want the upper tail probability (greater than)

4. Click OK
R Binomial Prababilities Output:
Variable value(s) 0 [1] 0.5%4368B65
Binomiai trials 10
Probability of success  0.25 .
et The result is the same as the one
¢ Upper tai obtained using the first method.
@neo ) Reset v OK i AR Cancel # Apply

(c) Find the probability that | got at least nine correct answers. P(X = 9)
NotethatP(X > 9)=P(X>8)=P(X=9)+P(X =10)

Therefore, there are two ways to calculate:
e Based on the output of probability distribution,
P(X=9)+P(X=10)=0.00002861023 + 0.0000009536743 = 0.0000295639

e Use the upper tail probability P(X > x). In this question, we want P(X > 8).
1. Distributions—> Discrete distributions—=>Binomial distribution->Binomial tail probabilities...
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2. In “Binomial Probability” window, put x in Variable value(s), n in Binomial trials, and p in
Probability of success. In this question, x = 8,n = 10,p = 0.25

3. Select Upper tail, since we want the upper tail probability (greater than)
4. Click OK
R Binommial Probabilities - - — — Output:
Variable value(s) 8 [ 1] 2 ) 956395_[}5
Binomial mals 10
Probability of success 0.25
Lower tail P(X >8)=0.0000295639
9@ | Upper tai
@th Reset of OK y R Conced #* Apply

(d) Find the probability that | got eight to ten correct answers, inclusively. P(8 < X < 10)

Note that

PB<X<10)=P(X=8)+P(X=9)+P(X=10)=P(X<10)—P(X<7)=1-P(X<7)
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Therefore, there are two ways to calculate:

e Based on the output of probability distribution,

P(X =8)+P(X =9) + P(X = 10) = 0.0003862381 + 0.00002861023 + 0.0000009536743

= 0.000415802

e Use the lower tail probability P(X < x). In this question, we want P(X < 7).
1. Distributions—> Discrete distributions—>Binomial distribution=>Binomial tail probabilities...
2. In “Binomial Probability” window, put x in Variable value(s), n in Binomial trials, and p in
Probability of success. In this question, x = 7,n = 10,p = 0.25
3. Select Lower tail, since we want the lower tail probability (less than or equal to)

4. Click OK
R Binomial Probabilties o——— p——— L Output:
Variable value(s) 7 [1] 0.99585842
Binomial trials 10 '
Probability of success 0.25
& | Lowis ol PB8<X<10)=1-P(X<7)
i =1-0.9995842 = 0.0004158
& Help ) Reset W OK & Cancel # Apply

3.2 NORMAL DISTRIBUTION

We use the density curve to describe the distribution of a continuous variable. The total area under
a density curve is one, and the area under the curve is related to the probability of a certain event.
The most widely used continuous distribution is the normal distribution, which is well known as the
bell-shaped and symmetric curve. The normal density function has two parameters: the mean y and
the standard deviation . The parameter u controls the center (location) of the distribution and o
controls the shape of the distribution. When o is larger, the curve appears to be shorter and fatter;
when o is smaller, the curve appears to be taller and slimmer. If a random variable X follows a
normal distribution with mean u and standard deviation g, we write X~ N (u, 0). Its probability

density function f(x) is given by:




_G=w?
L o7 207, —0 < x < oo, withm ~ 3.142, e ~ 2.718.

f&) =

Recall that for a binomial distribution, P(X < x) = P(X =0)+PX =1)+ -+ P(X =x).Fora
normal distribution which is continuous, P(X = x) = 0 and therefore, P(X < x) = P(X < x). There
are two main applications of normal distributions: to find the probabilities given the x values (tail
probabilities) and to find the x values given the probabilities (quantiles).

2mo

3.2.1 Find the Probabilities Related to Normal Distributions
Suppose grade X follows a normal distribution with a mean 70 and a standard deviation 10. That is
X~ N(70,10). We are interested in the probabilities of the following events.

1. Find the probability that a student has a grade below 60. P(X < 60)

2. Find the probability that a student has a grade above 85. P(X > 85)

3. Find the probability that a student has a grade between 60 and 85. P(60 < X < 85)
The following graphs show their corresponding probabilities:

P(X < 60)=area to the left of 60 P(X > 85)=area to the right of 85 P(60 < X < 85)=area between 60 and 85

AR = P Ll =i Dy 0 PR P

(a) Find the probability that a student has a grade below 60.

We want P(X < 60), which is a lower tail probability.

1. Distributions—=> Continuous distributions=> Normal distribution=>> Normal probabilities

2. In “Normal Probability” window, put x in Variable value(s), 4 in Mean, and o in Standard deviation.
In this question, x = 60,u = 70,0 = 10

3. Select Lower tail, since we want the lower tail probability (less than)

4. Click OK
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R R Commander

Ecit dota set

R Dstase

O IR Markciowe
R Normal Probateltes

Vanable value(s) 40
Moan 7
Standmed deviation LD
& Lower tanl
Upper ta
& eip

) eyt w Ok

| Wiew diata set| Model: & «No actia

K Cprece

Output:
[1] 0.1586553

If X~ N(70,10), P(X < 60)=0.1587. If we
randomly pick one student, the probability
that the student obtains a grade below 60 is
0.1587. Or 15.87% of the students obtain a
grade below 60.

(b) Find the probability that a student has a grade above 85.
We want P(X > 85) which is an upper tail probability.
1. Distributions—> Continuous distributions=> Normal distribution=>Normal probabilities

2. In “Normal Probability” window, put x in Variable value(s), i in Mean, and ¢ in Standard deviation.
In this question, x = 85,u = 70,0 = 10
3. Select Upper tail, since we want the upper tail probability (greater than)

4. Click OK
7&3 R Commander Output:
, e o e [1] 0.0668072
R Data set VO 2CTive cataset Eqn dafay:? Vm.\o.\rafn Model; * «No act IVE YO .
R Script 1R Markdown [ R Normal Probabilities ot v
If X~ N(70,10), P(X > 85)=0.0668.
pnorm(c(60), me :.“"a‘"m‘"-“-"' - If we randomly pick one student, the
priorm(c (83), 2¢ | ean 7 . .
g Standad devatich 10 probability that the student obtains a
Lower tail grade above 85 is 0.0668. Or 6.68% of
& Upper tai the students obtain a grade above 85.
& Help ) Reset . e 70( _‘ K cancel ¥ Apply

(c) Find the probability that a student has a grade between 60 and 85.
We want P(60 < X < 85), the area between 60 and 80, which is equal to the area to the left of 85

minus the area to the left of 60.
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R’ | Commander

~

R Normal Probabilites

Vatiable value(s) 85
Mean 70
Standard deviation 10
° | Lower tal

Upper tall

@ risip ) Reset o OK. || 3 Cancel ¥ Appiy

Output:
[1] 0.9331928

If X~ N(70,10), P(X < 85)=0.9332.
P(60 < X <85)=P(X <85)—P(X <60)
= 0.9331928 — 0.1586553
= 0.7745375
77.45% of the students obtain a between 60 and
85.

3.2.2 Find the Quantiles of Normal Distribution

That is given the percentage or probability g, find the x value such that ¢ = P(X < x). The x value is
called the quantile of the distribution corresponding to g.

Suppose grade X follows a normal distribution with a mean 70 and a standard deviation 10. That is

X~ N(70,10).

(a) If the bottom 5% of students will fail, find the passing grade.
We want to find the x value such that P(X < x) = 0.05, i.e., 5% of grades below what value.

1. Distributions—> Continuous distributions=>Normal distribution=>Normal quantiles
2. In “Normal Quantiles” window, put g in Probabilities, 2 in Mean, and ¢ in Standard deviation. In this

question, g = 0.05,4 = 70,0 = 10

3. Select Lower tail, since we want the x value corresponding to a lower tail probability (less than)

4. Click OK
:ﬂ(.wmm’dﬂ S——
ﬁ' R Dataser Edit data set View dataset:.  Modet * «No aclive i
the bofiom 5% fail find the pass grade R ool Guanted “
2 #ﬂ\\_‘ onorm Prodsbomies 005
P ¥ =0.05 % phorn Mitah E
g4 / \'-. phom Standmd devaabon 10
! ""."' & | Lowes tail
- l,l"lll "n, Upper 1
1 !
/ @-«.v;- Rt o OK B Care " Apply
A \
o \ Output:
E'_.'_" . : - : _ [1] 53.5514¢6
X (@mdn The passing grade is 53.55, since P(X < 53.55) = 0.05.

(b) If the top 2% of students will get an A, find the cutoff of getting an A.
We want to find the x value such that P(X > x) = 0.02, i.e., 2% of grades above what value or 98% of

grades below what value.

Approach 1: upper tail probability, find the x value such that P(X > x) = 0.02.
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1. Distributions—> Continuous distributions=> Normal distribution=>Normal quantiles
2. In “Normal Quantiles” window, put g in Probabilities, ;2 in Mean, and ¢ in Standard deviation. In this

question, g = 0.02,u =70,0 = 10

3. Select Upper tail, since we want the x value corresponding to an upper tail probability (greater than)

4. Click OK

Approach 2: lower tail probability, find the x value such that P(X < x) = 0.98.
Note that 2% of grades above what value=98% of grade below what value. That is
P(X > x) =0.02isthatsameas1 —P(X >x)=1—-0.02 = P(X <x) =0.98

1. Distributions—> Continuous distributions=>Normal distribution=>Normal quantiles
2. In “Normal Quantiles” window, put g in Probabilities, . in Mean, and ¢ in Standard deviation. In this

question, g = 098,u =70,0 = 10

3. Select Lower tail, since we want the x value corresponding to a lower tail probability (less than)

4. Click OK

- the 1op 2% gt A,fnd the culoll

P(MacT)e1-0.02=0 08 /_\ PR 7] =002
|

nm
T
-

oo

X [Grade)

[1] S0.53749

The cutoff of A is 90.54. Students get a
grade above 90.54 will get an A.

“ Commander

-
R Normal Quantiles

Prababilities

Mean

Standard deviation
Lower tail

@ | Upper tail

@ et

R R Commander

K Cancei # Apply

R Normal Quantiles:

Probabilities

Mean

Standard deviation
@ | Lower tail

Upper tad

& Heip

0.98
0
10

w 0K R Cancel ¥ Apply

3.3 GENERATE SIMPLE RANDOM SAMPLES FROM A CERTAIN DISTRIBUTION

3.3.1 Setting a Seed

Although you can let the software choose a random seed prior to generating simple random samples,
examples that require the generation of simple random samples in the manual will require you to set
a given seed that is provided for you. This allows the output in the manual examples to match what
you get as you work through them. Setting a seed retires meticulous input to R.

You must set your desired seed every time you do a new problem!
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Instructions are below for setting a seed of 1234.
Approach 1 (fastest, but you must be meticulously accurate, and it is easy to mess up):

Type the command set.seed(1234) in the R Script box (not in the Output box!!!), then click “Submit” (do
not hit “Enter”, it will not work). The command line will be executed and appear in the Output box.

Make sure there are no characters in front of your set.seed(1234) command and that the command is
typed flush against the left side of the R Script box in a new line all by itself. See below.

R R Commander = O X

File Edit Data Statistics Graphs Models Distributions Tools Help

R Data set: Dataset “ Edit data set ¢} View data set Model: | £ <No active model>

R Script R Markdown

|set.seed (1234)

Output e Submit

Approach 2: tedious and kind of mission impossible.

Drop down Distributions—=>Set random number generator seed. A box appears with a suggested seed.
Your box may have a different suggested seed.

R/ SetRandom Number Generater Seed X

SR677
sy
@ Help x Carcel

Move the two boxes together to get as close to 1234 as you can. The closest | can get is 1191. The
closest number you can get may be different.

R Set Rancam Number Generator Sopd X

181
=iE

v % oot
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Click carefully, as many times as necessary, in the grey bar directly beside the boxes to move the seed
number you have there to 1234. This is very tedious. Again, you must set the seed to the given seed
each time you do a problem.

| ‘R Set Random Number Cenerator Seed X ¥

1234

L

| B X oo
1

Once succeed, click OK.

3.3.2 Generate Simple Random Sample from a Normal Distribution

Suppose we want to generate n=5 observations from a normal distribution with mean y=70 and
standard deviation 0=10. We set a seed of 1234. We call the one dataset Normaln5 since the sample
size is 5 and we are doing only 1 set (of samples of size 5).

1. Type set.seed(1234) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions=> Continuous distributions=> Normal distribution>Sample from normal distribution...
3. In the “Sample from Normal Distribution” window, perform the following. Enter name of data set
(say Normaln5), put u in Mean, and ¢ in Standard deviation, number of samples in Number of samples
(rows), and the sample size n in Number of observations (columns). In this question, u = 70,0 = 10,
we only want one simple random sample, with sample size n = 5.

4. Select Sample means under Add to Data Set. It will store the sample mean of the sample in the last
column. Click OK.

5. Select Normaln5 under Data set to make it as active data set

6. Click View data set to view the sampled data

We can also generate K sets of simple random samples of size n by setting the value of Number of
observations (columns) to be K. For example, if we want to generate three simple random samples of
size 5, we would follow the steps 1 to 6 above (including setting the seed to 1234) and put 3 in Number
of samples (rows) and 5 in Number of observations (columns). | named it Normaln5k3.

i R Commandes & R Commander
r - -
R Sample fom Norma! Distributon — - LA N Samplo from Noemad Dt bution S s p— X
Emer name for data set: Nomraing Ender name 100 (818 € NarmalnSc
Mean ] Mean
Standard deviation 10 sard deviatior | 1

, ¢ Of 5 2
Number af samples (rows) 1 NumDes Of samples (nows) 3

Number O ODSeVEIONS (COkemrd) 5 Number of obseryalions {cokamns

Ade 3o Data Set

2 Sarrpie means JISample means

Sample sars

Sampie standard dewiations
Sample standarg gevishiona

@—w-u Rasat E m R Cancat ¥ Apply @Hclu gt o ¥ Cancel ¥ Aoply
Output Output
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R MNormaln3 - O *

obsl obs2 obs3 obs4 obs5 mean
EESTs7.02934 72.77429 80.84441 46.54302 74.29125 66.47646

3.3.3 Generate Simple Random Sample from an Exponential Distribution
An exponential distribution is an extremely right skewed continuous distribution which is widely used to
model the lifetime of products. The density function of exponential distribution is given by:

fx)=2e7x, x>0, withe ~ 2.718

denoted as X~Exp(4) where 1 is the mean (expected value) of X. One property of an exponential
distribution is the mean and standard deviation both equal 4, i.e.,, u = o = A.

Suppose the survival time of liver cancer patients, X, follows an exponential distribution with mean and
standard deviation 5 years, i.e., y =1=50=1=05.

(a) Generate 10000 observations from an exponential population distribution with mean A = 5 or rate

% = % = (.2. Use the seed 1235 and save the data in the file “Exponentialn1000”.

(b) Draw a histogram using those 10000 observations. With 10000 observations, this sample histogram
provides an excellent approximation of an exponential population distribution with mean 5.

(c) Calculate the sample mean and sample standard deviation and compare them with the population
mean and standard deviation.

1. Type set.seed(1235) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions=> Continuous distributions=> Exponential distribution—->Sample from exponential
distribution...

3. In the “Sample from Exponential Distribution” window, type “Exponentialn10000” in Enter name of
data set, put 0.2 in Rate, 10000 in Number of samples (rows), and 1 in Number of observations
(columns).

4. Click OK

5. Select Exponentialn10000 under Data set to make it as active data set

6. Click View data set to view the sampled data. The samples are stored in the column “obs”, the data
set has one column and 10000 rows.

7. Graphs>Histogram

8. Select “obs” and click OK.

#® R Commandes R R Commander

Geaph

R Somple from Exponentiel Distribution SRS X7 #® Histogram —— ..
Ertes name for data set Exponentiain 10000
Rane 03 Janable (pick one

Number of sampies (romws) 10000 ot

Number of observations (coksmes)

Plot by graups.
Sample mesns
Sample sums

samplie standard dewiations

&3 Help ) Reset o ® Cancel | ¥ tpply @3 Help ) Reset o 0K || ¥ cancel | #* Apply
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8. Statistics>Summaries=> Numerical Summaries

9. In the Numerical Summaries window, select “obs” and click Statistics
10. Check “Mean”, “Standard Deviation”, “Interquartile Range” and “Quantiles”.

R R Commander K Commandor
anass "
R Numorcal Summanes — e - X R Numencal Summanes — - — - -&
Cata Sastemes Datal Stabisbcy
Vaviables (pick ooe 01 more 7 Mean
i =————] 7 Standerd Devistion
Standacd Erar of Mean
Summarize Dy Orosgs. 7 Imorguarie Range
Costficient of Varistion
Skewness © Type 1
Kutasis @ Type 2
Type 3
¥ Quntilex 0,25 5,751
& Helo DReset | o X K Cance * Anoly o ") Raset v 0% R Cancel " Apply
Outputs
mean sd ICR 0% 25% 50% T5% 100% n

4.92683 4.913667 5.328BE7E

0.0007534213 1.447858 3.431467

6.776736 51.55725 10000

600!

00

4000 &0

MEency

3000

fre

2000

10

The histogram shows that the
distribution of exponential with mean

Uu=A1= 50rrate%:§:0.2is
extremely right skewed.

The sample mean based onn =
10000 observations is x = 4.927
which is very close to the population
mean u = 5 due to the large sample
size.

The sample standard deviation s =
4.914 which is also very close to the
population standard deviation ¢ =
A = 5. Note that for an exponential
distribution, the population mean
and standard deviation are equal.
Thatisuy =0 = A.
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LAB 4 DISTRIBUTION OF THE SAMPLE MEAN & CENTRAL LIMIT THEOREM

In this lab, we are going to investigate the distribution of the sample mean X by generating samples with
different sample sizes from different population distributions. The central limit theorem states that
when the sample size n is large enough (rule of thumb: n > 30), the sample mean X is approximately
normally distributed regardless of the population distribution. We can understand the central limit
theorem by simulation.

4.1 OBTAIN THE DISTRIBUTION OF THE SAMPLE MEAN FROM A CERTAIN DISTRIBUTION

1. Take a simple random sample of size n from a certain distribution.

2. Calculate the sample mean x.

3. Suppose the population size is N (i.e., there are N individuals in the population), so there are
NC,, (N choose n) distinct samples. One sample will generate one value of the sample mean X.

4. Drawing a histogram on those NC,, X-values gives the distribution of the sample mean X for
sample size n.

5. If NG, is too large for us to consider all possible samples, we can generate a sufficiently large
number of samples, say 10000, to approximate the distribution of the sample mean X.

For the distribution of the sample mean X with sample size n, we have the following conclusions:
e The mean of the sample mean X equals the population mean y; that is

g =

e The standard deviation of the sample mean X equals the population standard deviation o

divided by the square root of the sample size; that is

g
Ox — —F—.

Vn

These two conclusions are always true for any population distribution and for any sample size n.
We discuss the shape of the distribution of the sample mean X in two cases:
1. When the population distribution (the distribution of the variable under consideration X) is
normal, the sample mean X is exactly normally distributed regardless of the sample size n.
2. When the population distribution is not normal, but the sample size n is large, the sample mean
X is approximately normally distributed. This is guaranteed by the central limit theorem.

4.2 DISTRIBUTION OF THE SAMPLE MEAN WHEN THE POPULATION DISTRIBUTION IS NORMAL
Suppose a population consists of N = 100 students and the variable of interest is the grade X. The
histogram of the grades of these 100 students gives the population (or parent) distribution, the
distribution of X. The mean and standard deviation of these 100 grades give the population mean and
population standard deviation, respectively, as 4 = 70 and o = 10. The normal QQ plot shows that the
grade X follows a normal distribution, since all the data points roughly lie on a straight line.
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Let us examine the distribution of sample mean X with sample size n = 2, 5, 30 respectively.

For each sample size n (# of observations (columns)), generate 10000 samples (# of rows). Use the seed
5942 for each n. Calculate the sample mean x for each sample by calculating the average of each row
and store the value in the last column of the data file. Draw a histogram on the last column to obtain the
distribution of the sample mean.

1. Type set.seed(5942) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions=>Continuous distributions=> Normal distribution=>Sample from normal distribution...
3. In the “Sample from Normal Distribution” window, type Normaln2 in Enter name of data set, put 70
in Mean, and 10 in Standard deviation, 10000 in Number of samples (rows), and 2 in Number of
observations (columns)

4. Select Sample means under Add to Data Set, and the dataset will store the sample mean of the
sample in the last column (labeled “mean”).

5. Click OK

6. Select Normaln2 under Data set to make it as active data set

7. Click View data set to view the sampled data

Mmurpunom

W Noomak2 - D X

R Sample from Norm Ditrson ——— -

Erdiar naima for data set Normade?

Mean
Stangand deviation
Number of samples irows)

Add to Data Set
7 Sy maany
Sampie surs

Samgle Standare deviations

& veip ) Raset
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10

10000

Number of abservabons {colurmms) 2‘

K cance

’(

¥ Appty
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8. Graphs>Histogram
9. Select “mean” and click OK.
10. Statistics>Summaries

11. In the “Numerical Summaries” window, select “mean” and click Statistics

12. Check “Mean”, “Standard Deviation”

13. Repeat steps 1-12 for sample sizen = 5 and n = 30 in “Sample from Normal Distribution”
window). For each repetition of the steps, type set.seed(5942) in the R Script box and click submit. Use
the file names Normaln5 and Normaln30. Never write over a file.

Fle Edn Oata Ststistics (Graphs Modets  Distnbutions - Toois  Hedp

D e =

Data Options |

Vanabie (pick cne)

‘R R Commander
Fily  Eet

Data Statstcs |
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Dots ;(.m:, G
—
0 Nurmerical Summanes

R Numerical Summaries= = S——
[Ogta Statistics
7 Mean
17 Standard Deviation
I Standard Erros of Mean

Fo

)

Wy
Peganiny

L N I e
| ob2 L Interguartile Range
obsl | ST e
Fica Summarize by groups_ | [ Coefficient of Variation
e ———— = e
Plot by gloups. [ Skewness ' Type L
et [ Kurtosis & Type 2
< Type 3
I” Quangles 0 .25 5 751
J i - @mm | | % Reser —
@““P | | ‘)“‘”‘%L 4-“'J ® Concei || Appy | | @ relp ‘:Resel” o Ok ]
n=2 n=>5 n =30

b

mean =d n mean sd n meE&n =d n
TO.03121 7.101047 10000 €9.95981 4.497305 10000 69.99608 1.821243 10000

Findings:

o The mean of the sample mean is always very close to the population mean u = 70 regardless of
the sample size n. The difference is because we did not consider all possible samples of size n,

but only 10000 samples.

e The standard deviation of the sample mean is always close to theoretical value =

10
n:

NG \/_—7071 whenn =5

'WT

= 4.472; whenn = 30

N =\/__ When

,\/_ \/—__1826

e The histogram of the sample mean has a bell-shaped curve regardless of the sample size n =

2,5, or 30.
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4.3 DISTRIBUTION OF THE SAMPLE MEAN WHEN THE POPULATION DISTRIBUTION IS UNIFORM

Suppose X, the smiling time of eight-week-old Population Distribution
babies, follows a uniform distribution between 0
and 10 seconds. The density curve is shown in the
right panel. The density curve forms a rectangle
and hence not a normal curve for sure. The
population mean u = 5 second and the popuilston S0=2 69
population standard deviation ¢ = 2.89 second.

popeiston mean=5

Density

Q08 009 010

Let’s examine the distribution of sample mean X
with sample size n = 2, 5, 30 respectively. That is
the distribution of the average smiling time of n
randomly selected babies.

006 007

V] 2 ¢ 6 B 10

Smiing Time (seconds)

For each sample size n (# of columns), generate 10000 samples (# of rows). Use the seed 3921 for each
n. Calculate the sample mean X for each sample by calculating the average of each row and store the
value in the last column of the data file. Draw a histogram on the last column to obtain the distribution
of the sample mean.

1. Type set.seed(3921) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions=>Continuous distributions=> Uniform distribution=>Sample from uniform
distribution...

3. In the “Sample from Uniform Distribution” window, type Uniformn2 in Enter name of data set, put 0
in Minimum and 10 in Maximum, 10000 in Number of samples (rows), and 2 in Number of
observations (columns)

4. Select Sample means under Add to Data Set, it will store the sample mean of the sample in the last
column.

5. Click OK

6. Select Uniformn2 under Data set to make it as active data set
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7. Click View data set to view the sampled data

R R Commander
h’ﬁ Edn

ustics Graphs  Modets

Data  Staustcs

R Unitormn2

Ditnwtions Toois Help bsi

QSmub«h

Enter name for gata set Uniformn?
Mirsmum 0
Number of samples (rows) jﬁ&

- Sample standard geviations
!

| hep |

O Rt || 0K || 3 coner | % apoiy

6.7354049487
9.€68539832632
1.7436493%80
8.923126852¢6
9.1348444740
0.2043075138
6.4560003€25
7.7307294752
3.075€841437
9.95855147¢€60
7.4605334594¢€
6.1612396540
7.4149868540
9.63270308¢€80
0.5334124714
8.4880903945
5.4865448354
6.4738950471
4.8940044711
0.3181835823

8. Graphs> Histogram
9. Select “mean” and click OK.
10. Statistics>Summaries

bsZ
$.3240711521
1.5531059098
7.1644654358
3.2272119913
0.8906341624
7.5155435043
2.2733777785
9.905¢€5086598
4.2246214603
4.5651950268
3.02417€5385
2.1060307114
8.3595889062
5.9752145624
€.0206379252
6.5€38569626
0.9365271551
9.4369135052
8.05560310€60
5.56064€2471

6.02973805
5.61925212
4.45405942
6.0751¢6942
5.012739%932
3.86192571
4.36468907
8.81821017
3.65015280
7.27755490

.24235502
4.1336€3318
7.88728790
7.80395%902

-27702520
7.52597368
5.21173600
7.95540578
€.47480379
4.93941481

11. In the “Numerical Summaries” window, select “mean” and click Statistics
12. Check “Mean”, “Standard Deviation”

13. Repeat steps 1-12 for sample size n = 5,and n = 30 (number of columns in “Sample from Uniform
Distribution” window). Type set.seed(3921) each time before sampling data from the uniform
distribution. Use the file names Uniformn5 and Uniformn30. Never write over a file.

n=2

mapamm
LS [

E

n=>5

n =30

mean ad n
4.970168 2.035542 10000

mean ad n
4.96831¢ 1.281207 10000

mean

zd s

2.006232 0.5238151 100004

Findings:

o The mean of the sample mean is always very close to the population mean u = 5 regardless of
the sample size n. The difference is because we did not consider all possible samples of size n,

but only 10000 samples.

e The standard deviation of the sample mean is always close to the theoretical value
2.89 2.89
Whenn = 2,— \/_ =57 = 2.044; whenn = 5,— \/_ =5 = 1.292; whenn = 30\/_
0.528.
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e The population is symmetric, and the distribution of the sample mean is triangular when n = 2.
The distribution of the sample mean appears to be normal forn = 5and n = 30.

4.4 DISTRIBUTION OF THE SAMPLE MEAN WHEN THE POPULATION DISTRIBUTION IS EXPONENTIAL
Suppose the survival time of liver cancer patients, X, follows an exponential distribution with mean and
standard deviation 5 years, which is an extremely right skewed distribution.

PopuaDon DIStILUION CF Survival Tine Q-Q Plot of Survival Time

population maan==2

poputanon S0=5

Survieal Time

Denaty

Ohservad Quanties

Thaoretical Quantiles: Normal Score

Let's examine the distribution of sample mean X with sample size n = 2, 5, 30 respectively. That is the
distribution of the average of survival time of n randomly selected patients.

For each sample size n (# of columns), generate 10000 samples (# of rows). Use the seed 4518 for each
n. Calculate the sample mean i for each sample by calculating the average of each row and store the
value in the last column of the data file. Draw a histogram on the last column to obtain the distribution
of the sample mean.

1. Type set.seed(4518) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions—> Continuous distributions—=> Exponential distribution—>Sample from exponential
distribution...

3. In the “Sample from Exponential Distribution” window, type the name of the data file you would like
to store the sampled data in Enter name of data set (say Exponentialn2), put 0.2 in Rate, 10000 in
Number of samples (rows), and 2 in Number of observations (columns)

4. Select Sample means under Add to Data Set, it will store the sample mean of the sample in the last
column.

5. Click OK

6. Select Exponentialn2 under Data set to make it as active data set

7. Click View data set to view the sampled data
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8. Graphs> Histogram
9. Select “mean” and click OK.
10. Statistics>Summaries

11. In the “Numerical Summaries” window, select “mean” and click Statistics

12. Check “Mean”, “Standard Deviation”

13. Repeat steps 1-12 for sample sizesn = 5 and n = 30 (number of columns in “Sample from
Exponential Distribution” window). Type set.seed(4518) and click submit each time before sampling
data from the exponential distribution. Use the file names Exponentialn5 and Exponentialn30. Never

write over a file.
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Findings:

e The mean of the sample mean is always very close to the population mean u = 5 regardless of
the sample size n. The difference is because we did not consider all possible samples of size n,

but only 10000 samples.

. . . 5
e The standard deviation of the sample mean is always close to the theoretical value in =—,

vn o Vn
5 5 5 5 5 5
Whenn = 2,\/—ﬁ =5= 3.536; whenn = 5’ﬁ =5= 2.236; whenn = 30,\/—ﬁ =75 0.913.

e The population is extremely right skewed, and the distribution of the sample mean is still right
skewed for the relatively small sample sizes of n = 2 and 5. But it is roughly normal when
sample size n = 30.

4.5 DISTRIBUTION OF THE SAMPLE MEAN WHEN THE POPULATION DISTRIBUTION IS CHI-SQUARE
The Chi-square distributions form a family of right skewed distributions where a parameter called
“degrees of freedom” determines where the peak of the distribution is and how skewed the distribution
is. The mean of the Chi-square distribution is equal to its number of degrees of freedom. The variance
of a Chi-square distribution is equal to two times the number of its degrees of freedom. This
distribution is used in Goodness of Fit Tests and in Tests of Independence (both of which we will work
with later in the course) and is a distribution that can characterize magnetic resonance imaging data.

Suppose the random variable X, follows a chi-square distribution with 5 degrees of freedom. So, it has a

mean W = 5 and standard deviation c = Vo2 =v2 X 5 = v10 = 3.162278 (to 6 decimals). The density
curve of the distribution is shown below.

Let's examine the distribution of sample mean X with sample size n = 2, 5, 30 respectively.

For each sample size n (# of columns), generate 10000 samples (# of rows). Use the seed 6292 for each
n. Calculate the sample mean x for each sample by calculating the average of each row and store the
value in the last column of the data file. Draw a histogram on the last column to obtain the distribution
of the sample mean.

1. Type set.seed(6292) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.
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2. Distributions=> Continuous distributions=> Chi-squared distribution>Sample from chi-squared

distribution...

3. In the “Sample from ChiSquared Distribution” window, type the name of the data file you would like
to store the sampled data in Enter name of data set (say ChiSquaredn2), put 5 in Degrees of Freedom,
10000 in Number of samples (rows), and 2 in Number of observations (columns)

4. Select Sample means under Add to Data Set, it will store the sample mean of the sample in the last

column.
5. Click OK

6. Select ChiSquareln2 under Data set to make it as active data set

7. Click View data set to view the sampled data

Enter name for data ut‘CLiSquawdﬂ |
Degrees of freedom o

Number of samples (rows) 10000

Number of cbservations (columng) 2

Add to Data Set

£ Sampte means

[[] Sampie sums

[C] Sample standard devations

O rein ¥ Reset 3 Concet | P Apply

samplel
sample2
sampled
sampled
samplesS
sampleé&
sample7
sampled
sampleS
sampleld
samplell
samplel2
samplel3
samplelsd
samplels
samplel6

8. Graphs—>Histogram
9. Select “mean” and click OK.
10. Statistics> Summaries

[T O S T O U e I BT B | I Y Y

obsl obs2 mean
.681061%4 4.77234434 5.226T7031
.T73580853 T7.40927762 &.0725431
15914720 14.33996952 9.2495584
.38703746 3.257100%7 7T.0720892
.3687503% 2.71004333 4.035359g9
. 32430279 3.735938455 4.5418437
.26503708 4.04548377 7T.1552604
.924356%91 3.16552320 &.0449401
.31090156 T7.82563774 &.0682697
.68592406 1.599536leé &.1427301
51222535 5.6237307¢ 3.0879781
.T25966417 T.B805984745 5.7697558
.83443099 2.70608942 3.7702602
.15811269 13.81511981 7T.9866la2
.17480605 3.30743015 3.7411181
.40274201 3.10031383 3.7515279

11. In the “Numerical Summaries” window, select “mean” and click Statistics

12. Check “Mean”, “Standard Deviation”

13. Repeat steps 1-12 for sample sizesn = 5 and n = 30 (number of columns in “Sample from
ChiSquared Distribution” window). Type set.seed(6292) and click submit each time before sampling
from the chi-square distribution. Use the file names Chisquaredn5 and Chisquaredn30. Never write

over a file.

—~
R Histogram: S
Data Options

Vanabie (pick cne)
obsl
obs?

Plot by groupa..l

@ Help

R R Commander

Fily Bt - Owts SSUMBRCY G

Dats Statstics

Variatiles

ob2

@ Help

—~
M Numerical Summanes

PICK One OF Mgl

Summarize by groups.

“ Rese

R Numerical Summarics

|Data| Statistics
¥ Mean
I Standard Deviation
Standard Erres of Mean

L Coefficient of Variation
[ Skewness ' Type L
9 Type 2
Type 3
I Quangles 0 .25 5 75,1

| Brelp

Kurtosis

7y Resat

o« OK
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Findings:

The mean of the sample mean is always very close to the population mean y = 5 regardless of
the sample size n. The difference is because we did not consider all possible samples of size n,
but only 10000 samples.

The standard deviation of the sample mean is always close to the theoretical value % = \2/;5.
Whenn = 2,Y10 = 3162278 _ 5 936 whenn = 5,Y10 = 3162278 _ 4 414. whenn = 30,Y22 =
n V2 n V5 n
3.162278
7o = 0.577.

The population is quite right skewed, and the distribution of the sample mean is still right
skewed for the relatively small sample sizes of n = 2 and 5. But it is roughly normal when
sample size n > 30.

4.6 CENTRAL LIMIT THEOREM FOR THE SAMPLE MEAN

The Central Limit Theorem (CLT) states that when the sample size n is large enough, the sample mean X
is approximately normally distributed, regardless of the distribution of the variable under consideration
(the population distribution).

Note that:
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The central limit theorem is about the shape of the sample mean X. It is the random variable X
that will be normally distributed if the sample size n is large enough.

What constitutes a large enough value of n is depends on the shape of the population
distribution. If the population distribution, the distribution of X, is symmetric, n = 5 might be
large enough to claim that the sample mean X is normally distributed; if the distribution of X is
not too extremely skewed, n = 30 should be enough; if the population is very skewed, we
might need n = 100 (see the central limit theorem for proportion in the next section).



4.7 CENTRAL LIMIT THEOREM FOR THE SAMPLE PROPORTION

Z;i, where N is the population size (number of individuals in the

Recall that the population mean u =

population), is a population parameter used to describe the population. The population proportion

# of individuals having a certain attribute  # of successes

p= population size - N

is another parameter used to describe the population.
For example, the proportion of female students at MacEwan is defined as

# of female students at MacEwan _ # of successes

p

)’

" total number of students at MacEwan N

where picking a female student is regarded as a success event.
Just as the sample mean x = % is used to estimate the population mean u, the sample proportion

P which is defined as:

# of individuals having a certain attribute in the sample # of successes in the sample

p= : =
sample size n

is used to estimate the population proportion p.

Inference on the population mean u is based on the distribution of the sample mean X. Similarly,
inference on the population proportion p is based on the distribution of the sample proportion p.

Population proportion is defined as:
# of individuals having a certain attribute  # of successes

p= # of individuals in thepopulation B N

Population proportion can be regarded as a special population mean if we let the variable of interest be
an indicator variable as follows:
o = { 1 if the ith individual has the attribute (a success)
' 0  iftheith individual does not have the attribute.

Then the population proportion can be rewritten as:
# of individuals having a certain attribute  # of successes ) X;

p= # of individuals in thepopulation h N N

The variable of interest X has only two possible values: 1 if the individual has the attribute and 0 if not.
If we randomly select one individual, the probability that this individual has the attribute is p.

As a result, the probability distribution of X is:
X 1 0
P(X =x) D 1-p
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with a population mean and population standard deviation:

yszP(sz)lep+0x(1—p)=p

a=\/szP(X=x)—M2=\/12><p+02><(1—p)—u2=\/p—p2=\/p(1—p)-

When we take a simple random sample of size n, the proportion of individuals in the sample who have
the specific attribute is the sample proportion (which can be regarded as a special sample mean x ).

. #ofindividuals having a certain attribute in the sample  # of successes in the sample Y x; _
— — — — x
p sample size n n

with x; = 1 if the individual has the attribute and 0 if not.

Therefore, the sampling distribution of the sample proportion p has the following properties:

e Center: the mean of the sample proportion p equals the population mean y; that is
Hp = U =D.

e Spread: the standard deviation of the sample proportion p equals the population standard
deviation ¢ divided by the square root of the sample size; that is

o Jr(1-p) p(1—p)

Op \/ﬁ \/ﬁ n .

These two results above are always true for any sample size n.

e Shape: The population distribution is non-normal. By the central limit theorem (CLT), however,
P is approximately normal if n is large enough. The thumb of rule is to guarantee both np = 5

. 5 5 5 5
andn(1—p) =5,i.e,n =max {;,E}, the larger value of - and s Some textbooks

require both np = 10 and n(1 — p) = 10.
Central limit theorem for the sample proportion:

If the sample size n (rule of thumb: np = 5 and n(1 — p) = 5) is large enough, the sample proportion p
is approximately normally distributed.

Suppose the population proportion is p = 0.05. By the rule of thumb, a sample size of at least

5 5 5 5
n = max{;,m} = max {m,m} = max{100,526} =100
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is required to make the sample proportion p be normally distributed. A larger sample size n is required
to make the sample proportion p to be approximately normally distributed when the population

proportion is either closer to 0 or 1.
ith probability p = 0.05
We can generate data from the population distribution X = {0 withvr\)li*obra);(i)litay 111_y;7= 095

which is a special binomial distribution with number of trials n = 1 and probability of success p = 0.05.

For this population proportion distribution (where the attribute occurs with a probability of 0.05), we
will investigate the sampling distribution of the sample proportion  with a sample size of n =
50,100,200,1000 respectively. That is the distribution of the average number of individuals out of n
randomly selected individuals who have a certain attribute.

For each sample size n (# of columns), generate 10000 samples (# of rows) sequence of Os and 1s. Set
the seed 59744 in each case. Calculate the sample mean for each sample by calculating the average of
each row and store the value in the last column of the data file. Draw a histogram on the last column to
obtain the distribution of the sample proportion.

1. Type set.seed(59744) in the R Script box (on its own line and flush against the left side of the box).
Click Submit.

2. Distributions—> Discrete distributions—> Binomial distribution->Sample from binomial distribution...
3. In the “Sample from Binomial Distribution” window, type the name of the data file you would like to
store the sampled data in Enter name of data set (say Binomialn50), put 1 in Binomial trials, 0.05 in
Probability of success, 10000 in Number of samples (rows), and 50 in Number of observations
(columns)

4. Select Sample means under Add to Data Set, it will store the sample proportion of the sample in the
last column. Click OK.

5. Select Binomialn50 under Data set to make it as active data set

6. Click View data set to view the sampled data

R R Commander B BromanS0

Distributng 7 Hel 3 aEadd =Dedd cEalS s:ad6 =had7 chadll uk2AG c2el0 pean

L4

R Sample trom Binomial DWSIDUtion o e e e e

4

Enter name for data set: Binomialns0

Binomial triaks h e
Probabiity of success 005 T4
Numbier of sampies (rows) 10000 =

Number-0f observations (Columns) 50

M ".‘ a4 ‘-',‘.
Y Sample means
Sample sums

Sample standard deviations

&3 tatp 3 Reset 1 o 0K R Cancel 7 Apply

8. Graphs—>Histogram
9. Select “mean” and click OK.

10. Statistics>Summaries
11. In the “Numerical Summaries” window, select “mean” and click Statistics
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12. Check “Mean”, “Standard Deviation”

13. Repeat steps 1-11 for sample size n = 100,200, 1000 (number of columns in “Sample from

Binomial Distribution” window)

R Commander
#ile  bod - Oats - Stavsticy

Models  Dtsmbutions  Tools  Hew

Data m ]

Variable {pick one)

TR
pbsi ﬂ
obs2
o3
obed
ohsS -

Piot by Qroups..

| @nelp | | eeset || ofok || 3 cance || &Aooy |

R Nuncrical Summarics FRNNENED W + e LN |
¥ Mean
[t
| 7 Standard Error of Mean
 auari Fangel
I Coefficient of Variation
Il Siewness ) Type 1
I Kurtosis @ Type 2
O Type3
I~ Quantiies 0,.25, 5,75, 1

| @Heo | | Dree || foc || Wcamcet || & appy |

size n=50, 100, 200 and 1000.

The following figures shows the sampling distribution of the sample proportion with different sample

n =50
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Findings:

e The mean of the sample proportion is always very close to the population proportion p = 0.05
regardless of the sample size n. The difference is because we did not consider all possible
samples of size n, but only 10000 samples.

e The standard deviation of the sample proportion is always close to the theoretical value

\/”“gm = \/°'°5<1n‘°'°5). When n = 50, \/p“n"’) - \/0'05“‘0'05) = 0.0308; when 1 = 100,

50
\/p(l_p) = \/0'05(1_0'05) = 0.0218; whenn = 200, \/p(l_p) = \/0'05(1_0'05) = 0.0154; when
n 100 n 200
= 1000, \/p(l—p) _ \/0.05(1—0.05) — 0.0069
n 1000

e The population is extremely right skewed, and the distribution of the sample proportion is still
right skewed for relatively large sample sizes n = 50. It is still slightly right skewed when n =
100, even though n = 100 should large enough according to the rule of thumb. But it is roughly
normal when sample size n = 200 and 1000.

Recall that the central limit theorem tells us that the sample mean X will be approximately normally
distributed when the sample size n is large enough. The rule of thumb is n = 30. However, how large n
is large enough to make the sample mean X be normally distributed depends on how far the population
distribution departs from a normal distribution; the further the population distribution is away from a
normal distribution, the larger the sample size n is required. If the population distribution is continuous
and not extremely skewed, n=30 should be large enough; however, if the population distribution is
discrete (like the Bernoulli distribution for sample proportion), a much larger n is required, say n=200 or
more.
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LAB 5 CONFIDENCE INTERVAL AND HYPOTHESIS TESTS FOR ONE MEAN

There are two types of statistics: descriptive and inferential statistics. We will focus on inferential
statistics hereafter. Inferential statistics include estimation and hypothesis testing. Estimation is to
estimate the value of a population parameter; hypothesis testing is to test whether a statement about
the value of a population parameter is true or false. This lab illustrates how to obtain a confidence
interval and conduct a hypothesis test for the population mean y based on one simple random sample.

A general form for a confidence interval for a population parameter is

point estimate + error = point estimate + mulitplier X Standard Error of the estimator.

General steps to set up the hypotheses:

1. Look for the key words, write down what we want to claim under the alternative H,,.
2. Take the opposite of the alternative H, to obtain the null Hy,.
Depending on the purpose of the hypothesis test, there are three choices for H,:

Two tailed

Right (upper) tailed

Left (lower) tailed

Hy:p # po

Hy:p > po

Hy:p <o

“differ”, “change”

“more than”, “increase”

“less than”, “decrease”

Depending on whether the population standard deviation & is known or not, we can use the one-sample
z test and interval or the one-sample t test and interval.

5.1 ONE-SAMPLE Z TEST AND INTERVAL WHEN THE POPULATION STANDARD DEVIATION 1S KNOWN
Use the one-sample z test and z interval when the population standard deviation o is known. The
assumptions and steps to conduct a one-sample z test and z interval are as follows.

Assumptions:

1. Asimple random sample (SRS)
2. Normal population or large sample size (n = 30)
3. The population standard deviation ¢ is known

Steps:
1. Set up the hypotheses:
Ho:ph = pg Ho:p < po Ho:p = pg
Hy:p # pg Hg:p > pg Hy:p <pg
2. State the significance level a.
3. Compute the value of the test statistic: z, = ’;_“0.
I
4. Find the P-value or rejection region:
Ho: = o Ho: pp < pio Ho: = po
Hg:ph # pho Hy:pt > po Hy:pt < po
P-value 2P(Z = |z,]) P(Z = z,) P(Z < z,)
Rejection region Z 2242002 < —Zy)p Z =2z, Z < -2z,

Zg) is the z value for which P(Z > z,,,) = a/2
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5. Reject the null Hy if P-value< a or z, falls in the rejection region.

6. Conclusions.

A corresponding (1 — a) X 100% one-sample z confidence interval is given by

Two-sided Interval Upper Tailed Interval Lower Tailed Interval
Ho: = po Ho: p < po Ho: = po
Hy:pt # o Hg:pt > pho Hyip < po
(1-—a)x100%Cl = _ - g = o
(X —za—,X + Za—) (X —z4—,) (=00, X + 24 —)
2+vn 2+vn Vn Vn

Decision

Reject H if 1 is outside the interval

Interpretation of the confidence interval: we can be (1 — a) X 100% confident that the population
mean u is within the interval.

5.2 ONE-SAMPLE t TEST AND INTERVAL WHEN THE POPULATION STANDARD DEVIATION IS

UNKNOWN

Given that the population is normal OR the sample size n is large enough, the sample mean X can be

regarded to be normally distributed, i.e., )?~N(u, %).

The population standard deviation o is usually unknown and can be estimated by the sample standard

deviation s.

When the population distribution is normal, the standardized variable Z = —

X—u

Vn

When the population distribution is normal, the studentized variable

)?_
t =58

Vn

~t distribution with df =n — 1.

~N(0,1) .

The assumptions and steps to conduct a one-sample t test and t interval for one population mean u are

as follows.

Assumptions:

1. Asimple random sample (SRS)
2. Normal population or large sample size (n = 30)
3. The population standard deviation ¢ is unknown

Steps:
1. Set up the hypotheses:
Ho: pp = g Ho:pp < po Ho:p 2 po
Hg:p # po Hg:p > g Hg:p <pg
2. State the significance level a.
X—Ho

3. Compute the value of the test statistic: t, = <

vn

4. Find the P-value or rejection region:
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Ho: = po Ho: p < po Ho:p 2 po

Hg:ph # po Hy:pt > po Hy:p < po
P-value 2P(t = |t,]) P(t=t,) P(t < z,)
Rejection region t2tgport < —ty, t=t, t<-—t,

tq/2 is the tvalue for which P(t > t,/,) = a/2.

5. Reject the null Hy if P-value< a or t,, falls in the rejection region.
6. Conclusions.

Two-sided Interval for Upper Tailed Interval Lower Tailed Interval
Two-sided Test for Right Tailed Test for Left Tailed Test
Ho: p = po Ho: p < po Ho: p = po
Hy:pt # po Hg:pt > po Hy:p < o
(1-a)x100%cCl %= ta—, %+ ta— F—ty— o0 —o0, %+ Ly
( 7 \/‘Tl’ 7 \/‘Tl) ( a \/ﬁ ) ) ( 4 a \/T_l)
Decision Reject H if g is outside the interval

Interpretation of the confidence interval: we can be (1 — a) X 100% confident that the population
mean y is within the interval.

NUANCE: Students should note that although the Central Limit Theorem tells us that for any unknown

population distribution shape with large n, the sampling distribution of Z= X;”is approximately normal, it
Vn _
actually does not tell us that for any unknown population distribution shape with large n, t= Eis approximately

N
normal or approximately a t distribution.

However, it is sensible to think that s will be close to sigma (a good estimate) when n is large, and therefore that

. . .. . X- .
t values calculated will be close to z values when n is large. So it is not untoward to think that ~Evalues will be
Vn
. X- . C -
approximately lﬂvalues for large n and thus the sampling distribution will indeed have a normal shape

n
(regardless of the parent population shape).

We also note that a t distribution with n — 1 degrees of freedom is approximately normal for large n.

. . - X-
Some textbooks suggest that students doing problems that entail finding the test statistic t = iﬂ proceed to

n
calculate p-values and rejection region critical values using the standard normal distribution, Z. This is useful

because t tables are not comprehensive when n >=30.

Other textbooks suggest that students doing problems that entail finding the test statistic t = i“ use the t

n
distribution with n — 1 df to calculate p-values and rejection region critical values when n is large. This is generally

just fine because these values can be readily calculated online.

The software R Commander finds p values and critical values for a t distribution with n — 1 degrees of freedom
when you use it to do a single sample t test.
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Example: A machine fills beer into bottles whose volume is supposed to be 341 ml, but the exact
amount varies from bottle to bottle. We randomly pick 50 bottles and actual volume of each bottle is
given in the data file. The sample mean volume is 338.428 ml and sample standard deviation s = 5.238
ml.

343.8 339.8 347.3 348.4 338.1 333.1 345.8 342.7 341.0 336.5
338.6 337.8 339.2 341.7 339.0 343.0 3334 332.8 337.1 338.0
338.8 331.3 343.6 331.8 338.4 345.3 333.7 344.4 337.0 347.0
336.0 341.4 330.5 328.7 340.8 337.4 336.9 326.4 344.3 329.2
3344 339.6 341.5 334.2 333.0 337.8 343.3 337.4 346.4 333.8

Note: the data were generated from a normal distribution with mean 339 and standard deviation 5 with
random number generator seed 4067, rounded to one decimal place.

For this problem, please download the dataset beer.xIsx from online. Then import it into R commander
and called it beer, say.

(a) Test at the 5% significance level whether the machine is NOT working properly.

(b) Obtain a 95% confidence interval for the population mean volume. Interpret the interval.

(c) Does the confidence interval obtained in part (b) support the conclusion of the test in part (a)?
(d) Test at the 1% significance level whether the mean volume is below 341 ml.

Check the assumptions:

e We have a simple random sample.

e We have a large sample with sample size n = 50 > 30; therefore, it does not matter whether
the population is normal or not. However, we can draw a normal probability (Q-Q) plot, a
histogram, and a boxplot to check the normality of the sample data. For your imported dataset
called beer, use the Graphs=> Histogram, Graphs>boxplot, and Graphs—> Quantile-comparison
plot commands. All the graphs of the summarized sample data shown below suggest (or do not
contradict) that the sample data was taken from a normal population.

Please note that the best way to check the normality assumption is a normal Q-Q plot, especially
when the sample size is not very large. In general, a boxplot cannot show whether the data are
from a normal population. A histogram can be misleading and cannot show whether the data
have a bell-shaped distribution when the sample size is not large enough.

e The population standard deviation ¢ is unknown.

The assumptions for a one-sample t test are met.

63



= LR E ] ’ .‘("
| 3 - : / |
E ) i 3 ‘f
% P
’ 1 m 5 su-o s 0 J v E

To run a one-sample t test in R Commander:
1. Statistics>Means—> Single-sample t test
2. Inthe “Single-Sample t-Test” window, pick “Volume” as the variable. Choose the alternative
hypothesis: two-tailed (!=mu0). Specify the hypothesized value “mu=341", i.e., uy = 341.
Specify the “Confidence Level: 0.95”, i.e., the significance level @ = 0.05.
3. Click OK

"R R Commander __-

File Edit Data Statistics Graphs Models Distributions Tools Help

"R Single-Sample t-Test T —— g

Variable (pick one)

Alternative Hypothesis

@ Population mean != mu0 Null hypothesis: mu = 341
) Population mean < mu0  Confidence Level: .95

(7) Population mean > mu0

[ @Help ] 9 Reset of OK & Cancel ] # Apply

One Sample t-test

data: Volume
t = -3.4718, df = 49, p-value = 0.00108%
alternative hypothesis: true mean is not equal to 341
85 percent confidence interval:
336.9392 339.9168
sample estimates:
mean of x
336.428
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(a) Test at the 5% significance level whether the machine is NOT working properly.
If the machine is working properly, u = 341 ml; if the machine is not working properly, 4 # 341 ml.
The steps for a one-sample t test are:
e Hypotheses. Hy: it = 341 mlversus Hy: u # 341 ml
e The significance level is « = 0.05.
e Compute the value of the test statistic: t, = Ho —3.4718, withdf =n—1=49

S
N
e The P-value= 2P(t > |t,|) = 2P(t > 3.4718) = 0.001089

e Since P-value=0.001089 < 0.05 (@), reject Hy.
e Conclusion: At the 5% significance level, the data provide sufficient evidence that the
machine is NOT working properly.
(b) Obtain a 95% confidence interval for the population mean volume. Interpret the interval.
A 95% confidence interval for the population mean volume is (336.9392, 339.9168) ml.
Interpretation: we can be 95% confident that the population mean volume u is somewhere
between 336.9392 ml and 339.9168 ml.
(c) Does the confidence interval obtained in part (b) support the conclusion of the test in part (a)?
Yes. In part (a), we reject Hy and claim that the machine is not working properly, i.e., 4 # 341 ml. In
part (b), the interval does not contain 341; therefore, we can be 95% confident that u # 341 ml and
it supports the conclusion of the hypothesis test in part (a).

(d) Test at the 1% significance level whether the mean volume is below 341 ml.

i R Cammander : Output

4 ‘ - ‘ One Sample t-test
0 Single-Semple 1-Test - !!

Variablo (pick on data: Volume

holyre | t = -3.4718, df = 49, p-wvalue = 0.0005447
alternative hypothesis: true mean is less than 341
wrrtte Hypathe 99 percent confidence interval:

Popudation mean = mul  Null iypothesis mu = 341 —Inf 340.2098

9 Poputation mean < muld  Contigence Level 9 sample estimates .

S mean of x

& Hetp feser o oK | B Cance F* Apply 338.428

Popuaton mean > mud

e Hypotheses. Hy: 1 = 341 mlversus Hy: u < 341 ml
e The significance level is « = 0.01.

e Compute the value of the test statistic: t, = i_“" = —3.4718, withdf =n—1=49

Jn
e TheP-value= P(t < t,) = P(t < —3.3718) = P(t > 3.4718) = 0.0005447

e Since P-value=0.0005447 < 0.01 (), reject H,.
e Conclusion: At the 1% significance level, the data provide sufficient evidence that the mean
volume is below 341 ml.

(e) Obtain a confidence interval corresponding to the test in part (d). Does the interval support the
conclusion of the test in part (d)?
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A left-tailed test at the 1% significant level corresponds to a 99% lower-tailed confidence interval. A 99%
lower-tailed confidence interval for the population mean volume is (—oo, x + ¢, \/S—ﬁ) = (—00,340.2096).

Interpretation: we can be 99% confident that the population mean volume pu is somewhere below
340.2096 ml. Since the entire interval is below 341, we can claim that ¢ < 341 ml. This supports the
conclusion of the hypothesis test in part (d).

5.3 RELATION BETWEEN CONFIDENCE INTERVAL AND HYPOTHESIS TESTS
Recall:

Two-sided confidence intervals correspond to two-tailed tests, upper-tailed confidence intervals
correspond to right-tailed tests, and lower-tailed confidence intervals correspond to left-tailed tests.

A (1 —a) x 100% two-sided t confidence interval is given in the form (i — tgin, X+ ta \/iﬁ).
2 2

A (1 — a) X 100% upper-tailed t confidence interval is given by (X — t o) and the number x —

S
aﬁ 4
in is called the lower bound of the interval.

te 7=

A (1 — a) X 100% lower-tailed t confidence interval is given by (—, X + t,, %) and the number (¥ +

ty \/iﬁ) is called the upper bound of the interval.

Remember:

We can use the confidence intervals to make conclusions about hypothesis tests: reject the null
hypothesis H, at the significance level « if the corresponding (1 — a) X 100% confidence interval does
not contain the hypothesized value p,.

Confidence interval (Cl) and hypothesis testing (HT) should give consistent results: we should not reject
H, at the significance level « if the corresponding (1 — a) X 100% confidence interval contains the
hypothesized value p.
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LAB 6 CONFIDENCE INTERVAL & HYPOTHESIS TESTS FOR TWO MEANS

Suppose we have two populations with means p; and pu, respectively. This lab covers how to obtain a
confidence interval and conduct a hypothesis test for the difference between the two population
means, i.e., 43 — Uy, using R commander. Depending on whether the two samples are independent or
paired, we have a two-sample t test or a paired t test, respectively.

6.1 TWO-SAMPLE t TEST AND & INTERVAL BASED ON TWO INDEPENDENT SAMPLES

The two-sample t test can be used to test hypotheses on the difference between two population means.
Depending on whether the two population standard deviations (g; and o;) are equal or not, we use the
non-pooled and pooled two sample t test and t interval, respectively. Minor advantages of the pooled t
test are that it provided a slightly narrower confidence interval, a slightly more powerful test, and a
simpler formula for the degrees of freedom. However, a pooled t test is valid only when the two
population standard deviations are identical; otherwise, it gives invalid results. Therefore, we
recommend using the non-pooled t test unless we are very confident that o; = g, (which is very
difficult to verify).

6.1.1 Non-pooled Two-Sample t Test and t Interval
Assumptions:

1. Simple random samples;
2. Two samples are independent;
3. Normal populations or large sample sizes (rule of thumb: n; = 30,n, = 30).

Steps:
1. Set up the hypotheses:

Two tailed test Right (upper) tailed test Left (lower) tailed test
Ho: py — pp = Ay Ho:py — pp < Ag Ho:py — pp 2 Ag
Hg:py —pp # By Hg:py — pp > Ag Hy:py —pp <A

Note that Ay can be zero or any value you would like to test.

2. State the significance level a.

:|v:
=N

)
(x1 %2)—Ao with df _ "

2
st s (51) +
E"‘z ni{-1\nq ny—1 nz

to the nearest integer, i.e., take the integer part.

3. Compute the value of the test statistic: t, > rounded down

4. Find the P-value or rejection region:

Hotpy —pp = A Hotpy — 1y < A Ho:tpy —pp 2 A

Hg:py —pp # By Hg:py —pp > Ay Hg:py — pp <A
P-value 2P(t = |t,]) P(t>t,) P(t<t,)
Rejection region t=2typort < —ty, t=t, t<—t,
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5. Decision: reject the null H if P-value< «a or if £, falls in the rejection region.
6. Conclusions.

A (1 — a) x 100% two-sample t confidence interval for u; — u, is:

Two-sided Interval for
Two-sided Test

Upper Tailed Interval
for Right Tailed Test

Lower Tailed Interval
for Left Tailed Test

Ho:py — pp = A

Ho:py —pp < A

Ho:py —pp 2 A

Hg:py — pp # A

Hg:py — pp > A

Hg:py — pp <A

Interval
G- ke o4 | (@i =t [T ) | (con (=) b [4 )
X — X —+ = X1 —X3) — —+—=,00 o, (X — X —+ =
1 2) Ltaj2 n,  n, 1 2 a n,  n, 1 2 a n, o n,
Decision Reject H, if A is outside the interval

Example: Two-sample t Test and t Interval Assuming Standard Deviations Not Equal

Some students attend class regularly, but some do not. An instructor wants to compare the class
average for those who attend lectures regularly (¢4) with those who do not (u,). Simple random
samples are randomly selected from attendees and non-attendees. Their attending status (Attend/Non-
Attend) and final grade (in %) are given in the following table (grades to 2 decimals places). Data are
stored in “example_twosample_grade.xIsx”, which can be found online, and has 13 decimal places for
grades. Note that practising students should download the online file and use it, as typing or
copying/pasting the data shown below to their own Excel file and using it (with grades to 2 decimal
places) will not yield the answers found in the descriptions and inference done below.

Attend 69.68 | Attend
Non-Attend 61.21 | Non-Attend
Attend 80.43 | Attend
Attend 80.97 | Attend
Non-Attend 60.74 | Attend
Attend 83.34 | Attend
Attend 72.03 | Attend
Non-Attend 77.11 | Attend
Attend 75.49 | Non-Attend
Attend 75.03 | Non-Attend
Attend 90.86 | Non-Attend
Attend 86.87 | Non-Attend
Attend 96.32 | Attend
Attend 50.62 | Attend
Attend 83.13 | Attend
Non-Attend 72.80 | Attend
Attend 71.22 | Non-Attend

77.56
64.76
66.01
78.10
95.54
67.50
93.30
85.03
82.50
54.10
78.71
47.67
76.51
85.97
85.19
78.40
67.34

Attend 65.03
Non-Attend 65.04
Attend 57.08
Attend 95.86
Attend 83.32
Attend 74.53
Attend 55.24
Attend 76.27
Attend 74.76
Attend 61.58
Attend 62.91
Non-Attend 51.30
Attend 77.06
Attend 80.24
Attend 70.16
Attend 66.06
Non-Attend 42.39

Attend
Attend
Attend
Attend
Non-Attend
Non-Attend
Attend
Non-Attend
Non-Attend
Attend
Attend
Non-Attend
Attend
Non-Attend
Attend
Attend
Non-Attend

Attend
Non-Attend
Attend
Non-Attend
Attend
Attend
Non-Attend
Attend
Attend
Attend
Non-Attend
Non-Attend
Attend
Attend
Attend
Non-Attend
Non-Attend

89.30
68.54
71.24
49.19
39.30
78.46
81.23
80.67
64.32
47.77
93.26
70.68
68.40
39.39
68.12
86.51
87.30

87.75
35.62
96.51
65.81
82.82
83.00
42.94
80.14
79.47
72.49
85.07
55.65
72.66
90.25
87.75
55.38
80.88
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(a) Use the proper descriptive statistics tools (figures and numerical summaries) to summarize the data.
(b) Test at the 1% significance level whether those who attend lectures have a higher average, i.e.,
M1 > pp OF fig — fip > 0.
(c) Obtain a confidence interval for the difference between the class average for attendees and non-
attendees, y; — Uy, that corresponds to the test in part (b).
(d) Based on the interval obtained in part (c), can we claim that the class average of attendees is at least
5% higher than that of the non-attendees? How about 10% higher?

Solutions:

(a) Use the proper descriptive statistics tools (figures and numerical summaries) to summarize the data.
We want to compare the grade between attendants and non-attendants. Note that grade is a
guantitative continuous variable. Hence, to compare the two groups numerically, we use the five-
number summary (min, Q;, median, Q3, max) , mean and standard deviation for each group, while
graphically, we use a side-by-side histogram and/or a side-by-side boxplot.

1. Statistics>Summaries> Numerical Summaries...

2. Inthe “Numerical Summaries” window, select “Grade” as the variable.

3. Click “Summarize by groups...”, in the “Groups” window, choose “Attend” as the grouping
variable. Click OK

4. Click “Statistics”, check “Mean”, “Standard Deviation”, “Interquartile Range”, and “Quantiles”,

click

OK.

R R Commander

R Numerical Summanes L

Data Statistics

7 Mean
7 Standard Deviation

Standard Error of Mean

p - 7 Interquartile Range
e x Coefficient of Variation
Simmistze by groups.. | Groups varable {pick ona Skewness ' Type 1
Kurtosis @ Type 2
Type 3
o Ok | 3 cancel ¥ Quantiles: 0,.25, 5,75, 1
= ‘ @ Help ) Reset o 0K 8 Cancel || ¥ Apply
&) Heip ) Reset || off OK R Cancel i Apply ' )
mean sd IQR 0% 25% 50% 75% 100% data:n
Lttend T76.592475 11.82723 15.35319 47.765%20 €9.79%38 77.83021 B85.15257 56.51480 58
Non-Attend 63.22769 15.48007 25.08418 35.62145 52.659786 64.76214 77.78204 B87.2954¢ 27

Here are the findings from the numerical summaries:

1. There are n; = 58 attendees and n, = 27 non-attendees.

2. The sample mean for the attendees is X; = 76.925%. The sample mean for the non-attendees
is X, = 63.228%, which is 13.697% lower than the mean of the attendees. The attendees also
have a larger median (50% quantile) than their non-attendees counterpart, 77.830% versus
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64.762% (that is; the median for the non-attendees is 13.068% lower than the median for the

attendees).

3. The sample standard deviation for the attendees is s; = 11.827% and the sample standard
deviation for the non-attendees is s, = 15.480%. There is a larger variation in grade among
non-attendees. This can be also found through the IQR. The IQR is 15.353% for attendees and

25.084% for non-attendees.

4. The attendees have a larger maximum grade than non-attendees, 96.514% versus 87.295%; the
attendees also have a higher minimum grade, 47.769% versus 35.621%.

All the findings above can be also seen from the plots created below.

8 ot Steps for side-by-side histogram
Grapty: Models
| % Nty X 1. Graphs—>Histogram...
Data |Options 2. Inthe “Histogram” window, select
Variabile (pick ooe ; “Grade” as the variable
8 Croups 3. Click “Plot by groups...”, in the
Groups variable (pick one) “Groups” window, choose
Plot by groups. | “Attend” as the grouping variable.
I Click OK
« OX ‘ A Cancel 4. Click OK
@Hclp 2 Reset o 0K | x Cancel # Apply
Aitintingiior Steps for side-by-side boxplot
s Stanist sapte . Modk
R Boxplot 1. Graphs—>Boxplot...
Data [Outions 2. Inthe “Boxplot” window, select
bt ek o , - “Grade” as the variable
rade o Gtoupe i"—‘i',"‘ 3. Click “Plot by groups...”, in the
Groups variable (pick one) “Groups” window, choose
Plot by groups.. “Attend” as the grouping
variable. Click OK
l v oK. | R Cancei 4. Click OK
A
@Help ) Reset { o OK ‘ o Cancel || # Apply
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(b) Test at the 1% significance level whether those who attend lectures have a higher average, i.e.,

M1 > pg OF iy — piy > 0.

Use a two-sample t test since the samples (the attendees and the non-attendees) are independent.

1. Statistics>Means—>Independent Sample t-Test...

2. Inthe “Independent Sample t-Test” window, select “Attend” as the grouping variable and
“Grade” as the response variable, since we want to compare the grades between attendants
and non-attendants.

3. Click “Options”, in the “Options” window, choose “Difference>0" as the Alternative Hypothesis,
because we want to test whether u; > u, or the difference p; — p; > 0. Type 0.99 in the box
under “Confidence Level”, since the significance level @ = 0.01 which corresponds to a
confidence level 1 —a = 1 — 0.01 = 0.99. Check “No” under “Assume equal variances” for a
non-pooled two-sample t test. Click OK.

4. Click OK
R B Comemancier |- -
- — ' ( } R Independent Samples t-Test ﬂ
s 1 Stantics Geap! Mogs DuttriDotions  Tox Meig B e e —
R Independent Samples t-Test ‘ Data Options
0313 Dotions Difference: Attend - Non-Attend
Grouns towk 008l Resporsa Variable (Blck one Alternative Hypothesis  Confidence Level  Assume equal vaniances?
- [ Two-sided 99 Yes
Difference < 0 9 No
@ Difference > 0
@ Help % Rest | [ o 0K 3% Concel 7 Aopiy ﬁHeﬂp %) Reset o 0K l R Cancel #* Apply
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Welch Two Sample t-test

data: Grade by Attend
t =4.077, df = 40.68, p—value = 0.0001032
alternative hypothesis: true difference in means is greater than 0
99 percent confidence interval:
5.561483 Inf
sample estimates:
mean in group Attend mean in group Non-Attend
T6.92475 63.22765
Steps:
e Hypotheses. Hy:pty — py < 0mlversus Hy: g — p, >0
o The significance level isa = 0.01.

e Compute the value of the test statistic: t, = (T %) Ao _ (1-%2) 0 _ 4,077, with degrees

2 2 2 2
s{ . s s{ . s
L1422 L1422
ng ny ng ny

of freedom df =

1 S2 1 S2
i) +v<ﬁ)
e The P-value= P(t > t,) = P(t > 4.077) = 0.0001032
e Since P-value=0.0001032 < 0.01 (@), reject H,.

e Conclusion: At the 1% significance level, the data provide sufficient evidence that those who
attend lectures have a higher average.

(c) Obtain a confidence interval for the difference between the class average for attendees and non-
attendees puy — u, corresponding to the test in part (b).

For a right-tailed test at significance level @ = 0.01, the corresponding confidence interval is a
(1 —a) X 100% = 99% upper-tailed confidence interval. Based on the computer output above, a
99% confidence interval is

2 2

- _ s S
(X —%3) =ty |[—+—=,0) = (5.5615,00).

ng n;

Interpretation: we can be 99% confident that the difference between the class average for
attendees and non-attendees p; — i, is at least 5.5615%, i.e., we can be 99% confident that the
class average for attendees is at least 5.5615% higher than that of the non-attendees.

(d) Based on the interval obtained in pat (c), can we claim that the class average of attendees is at least
5% higher than that of the non-attendees? How about 10% higher?

We can claim that the class average of attendees is at least 5% higher than that of the non-
attendees since the entire interval for yy; — u, is above 5%, that is, u; — p, > 5 with A = 5.

We can not claim that the class average of attendees is at least 10% higher than that of the non-

attendees since the entire interval contains 10. Therefore, we do not have sufficient evidence to
claim pq — puy, > 10 where Ay = 10.
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0 5 5.5615 |1O 0

Uq — Uy > 5.5615

6.1.2 Pooled Two-Sample t Test and £ Interval
If the two population standard deviations are equal, i.e., 6; = 0, = g, we can pool the two samples
together to get a better estimate of the common standard deviation o

(ny — 1)sf + (np — 1)s3
i —D+(n,—1)

O':Sp:

where the term (n; — 1)s? = Ysample 1(X — %;)? is the variation of the data within sample 1, and
(ny — 1)s5 = Ysampie 2(x — %)% is the variation of the data within sample 2. Recall that the standard

2 2 2 2
. e T T . g a. . g g
deviation of X; — X, is 0%, g, = ’n—ll + n_z Thus, if 0, = 0, = 0, then og, _x, reduces to ’n_l + e

f 1,1 N . -
o |- + — Estimating o with s,, leads to the pooled test statistic:
1 2

% — %)) — (g —
t =( ! 2) ~ G — ko) ~t distribution

,1 1
Sp n—1+n—2

withdf =(ny — 1)+, —1) =ny +n, — 2.

The assumption g; = o, is very difficult to verify. Some textbooks suggest a rule of thumb: if the ratio of
the larger to the smaller sample standard deviation is less than 2, then the assumption is considered to

max {s;, S,}

be met, i.e., < 2. The assumptions and steps for a two-sample pooled t test are as follows.

min {s; s,}
Assumptions:

1. Simple random samples;

2. Two samples are independent;

3. Normal populations or large samples (n; = 30,n, = 30);
4,

Equal standard deviation M < 2.
min {s; s}
Steps:
1. Set up the hypotheses:
Two tailed test Right (upper) tailed test Left (lower) tailed test
Ho:py — pp = Ay Hoipy — pp < Ag Ho:py — pp 2 Ag
Hg:py —pp # By Hy:py —pp > Ag Hy:py —pp < Ag

Note that Ay can be zero or any value you would like to test.
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2. State the significance level a.
_ (x1=x3)-Ap

- [ 1
Sp E‘FE

3. Compute the value of the test statistic: £, withdf =n; + n, — 2.

4. Find the P-value or rejection region:

Ho:py — py = A Ho: g —pp < Ag Ho: py — pp 2 Ag

Hy:py — py # Ag Hytpy —pp > A Hyipy — pp <Ay
P-value 2P(t = |t,]) P(t=t,) P(t<t,)
Rejection region t2tygport < —ty, t=t, t<-—t,

5. Decision: reject the null H if P-value< «a or t,, falls in the rejection region.
6. Conclusions.

A (1 — a) X 100% two-sample pooled t confidence interval for y; — u, is:

Two-sided Interval for Upper Tailed Interval Lower Tailed Interval
Two-sided Test for Right Tailed Test for Left Tailed Test
Ho: py — pt; = A Ho: py — pi; < Ao Ho: py — py = Ao
Hy:py — pp # A Hytpy — pp > A Hy:py —pp <Ay
Interval . . , 1 1 . . ’ 1 1 ) ) ’ 1 1
(xl_xz)ita/zxsp Tl_1+Tl_2 ((xl_xz)_taxsp n_1+n_2'°°) (_oot(xl_xZ)"'taxsp TL_1+TL_2)
Decision Reject H, if A is outside the interval

Example: Pooled two-sample t Test and Interval

Is it reasonable to conduct a pooled two-sample t test to test whether those who attend lectures have a
higher average? If yes, conduct the test at the 1% significance level.

max {sy, S} _ max{11.827,15.480} _ 15.480

Since — =— =
min {s, S;} mix {11.827,15.480} 11.827

< 2, itis reasonable to conduct a pooled two-sample t test.

1. Statistics>Means—>Independent Sample t-Test...

2. Inthe “Independent Sample t-Test” window, select “Attend” as the grouping variable and “Grade”
as the response variable, since we want to compare the grades between attendants and non-
attendants.

3. Click “Options”, in the “Options” window, choose “Difference>0" as the Alternative Hypothesis.
Type 0.99 in the box under “Confidence Level”. Check “Yes” under “Assume equal variances” for a
pooled two-sample t test. Click OK.

4. Click OK
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R R Commancier
R Independent Samples t-Test

R Independent Samples t-Test b!g Data| Cptions

1513 00Uons Difference: Altend - Noa-Attend

GrROUp: « 0nei fiesporse Variable (plck one Alternative Hypothesis Confidence Level  Assume equal vanances?

: Two-sided 99 @ Yes

Difference < 0 No
@ Difference > 0
@H:l; R J 0K % Cancel & Acoiy @Hecp ) Reset | oK & Cancel " Apply

Two Sample t-test

data: Grade by Attend
t = 4.4942, df = 83, p-wvalue = 1.121e-05
alternative hypothesis: true difference in means is greater than 0
99 percent confidence interwval:
6.467476 Inf
sample estimates:

mean in group Attend mean in group Non-Attend

76.52475 63.22765

Steps:
e Hypotheses. Hy: ity — iy < 0mlversus Hy: pqy — i, >0
e The significance level isa = 0.01.

e Compute the value of the test statistic: t, = (T1—%2) Ao _ (1—%) 0 _ 4,4942, with degrees

of freedomdf =n; +n, —2 =58+4+27 -2 =83.

e The P-value= P(t > t,) = P(t > 4.4942) = 0.00001121.

e Since P-value=0.00001121 < 0.01 (), reject Hy.

e Conclusion: At the 1% significance level, the data provide sufficient evidence that those who
attend lectures have a higher average.

The corresponding 99% upper-tailed interval is (6.4675, ). The result is very similar to that of a non-
pooled two-sample t test.

6.1.3 Non-Pooled Versus Pooled Two-Sample t Test
Now, it comes to the question: shall we use pooled or non-pooled t-test?

The advantages of the pooled t test are:
e A much simpler formula to calculate the degrees of freedom;

e Aslightly narrower confidence interval and a slightly more powerful test.

However, the pooled t test is valid only when the standard deviations of two groups are the same;
otherwise, the pooled method gives misleading results.

It is even harder to test whether the two standard deviations are equal or not. Therefore, we

recommend using the non-pooled two-sample t test by default; apply the pooled two-sample t test only
if you are very confident that the two standard deviations are the same.
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6.2 PAIRED ¢ TEST AND & INTERVAL BASED ON PAIRED SAMPLE
Two samples are considered paired if each observation in the first sample is related to one and
only one observation in the second sample. A paired t test and a paired t interval are exactly a
one-sample t test and a one-sample t interval on the paired differences respectively.

Assumptions:

1. The paired difference d;,i = 1,---,n is a simple random sample (SRS) from all possible pairs

2. The paired differences follow a normal distribution or large number of pairs (n = 30)

Steps:

1. Set up the hypotheses:

Ho: g —upy =38

Ho:py — pp < 8

Ho:py —pp 2 8

Hy:py —py # 8

Hy:ipy —py > 6

Hy:py —pp <8y

Note: §, can be any value tested, in most cases §, = 0. Some textbooks state the hypotheses using

Hg = H1 — Uz.

2. State the significance level a.

3. Compute the value of the test statistic: t, = 55— with degree of freedom df = n — 1, wheren is

the number of pairs and

d

Vn

4. Find the P-value or rejection region:

Ho:py — pp = 8

Ho: py — pp < 8

Ho:py — pp = 8

Hg:py — pp # 8¢

Hy:py — py > 8¢

Hy:py — pp <8y

P-value

2P(t = |t,])

P(t>t,)

P(t<t,)

Rejection region

t 2 ta/z Ort S _ta/z

t >t

t < —tg

5. Reject the null Hy if P-value< a or t,, falls in the rejection region.

6. Conclusions.

A (1 — a) X 100% confidence interval for ug; = @y — u, corresponding to a hypothesis test at the

significance level a is:

Ho:py — pp = 8

Ho: py — pp < 8

Hotpy — pp = 8

Hy:py —py # 8¢

Hg:py — py > 8y

Hg:py — py <8y

(1—a) x 100% Cl

— S - S
d—ta-2,d + ta-2)
2 2

Vn

n

(‘z —ty od

ﬁ ’

)

_ S
(—00,d + t )

Vn

Decision

Reject H, if §; is outside the interval
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Example: Paired t Test and Paired t Interval
Eleven people participate in a diet program, their weights in pounds before and after taking the program
are listed below. Please download the file pair_diet.xIxs from online and import it into R commander.

Before After Paired Differences
(in Ib) (in Ib) d; = Before — After

130 100 30

140 115 25

160 140 20

110 115 -5

120 120 0

150 130 20

160 130 30

100 110 -10

180 140 40

200 150 50

130 120 10

(a) Test atthe 1% significance level whether the diet program is effective in reducing weight.

(b) Obtain a confidence interval corresponding to the test in part (a).

(c) Does the interval in part (b) support the conclusion in part (a)?

(d) Is it possible to claim that on average the diet program can reduce weight by more than 5 pounds?
Explain why.

Check the assumptions:
1. We have a simple random sample in the paired differences.
2. We have eleven pairs, not a large number of pairs (n < 30). Therefore, we need to check

whether the paired differences are taken from a normal population.

Draw a normal probability plot on the sample of paired differences and look for a straight line.

1. Import the data. Data=>Import data—>from Excel file pair_diet.xlsx (name it “diet”)

2. Graphs—>Quantile-comparison plot...
In the “Quantile-Comparison (QQ) Plot” window, choose “Difference” as the variable to plot.
Click OK.

# R Commander a » R R Commander - -

File Edit Data Statistics ‘Graphs Models

" GRSl Ostas®t R Quantile-Comparison (QQ) Plot

D

Entee name of dats set: Dot

/| Vaniabie names in Tist row of spreadshest Data |Options|
Row names in first column of spreadsheet Variable ‘\'pick one)
/1 Conwert character data to factors

After
Missing data indicator. <empty cell Before
iy : a ]
&2 Help [ ol OK 3% Cancel Difference =

reon quarites
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Since all the points roughly lie on a straight line, we can assume that the paired differences are from a

normal population. Therefore, the assumptions for a paired t test are satisfied.

(a) Test at the 1% significance level whether the diet program is effective in reducing weight.

1. Import the data. Data—>Import data—>from Excel file pair_diet.xIxs (name it “diet”)
2. Statistics>Means—>Paired t-Test...
3. Inthe “Paired t-Test” window, select “Before” as the First variable and “After” as the second
variable, since we define the paired difference as Before-After.
4. Click “Options”, in the “Options” window, choose “Difference>0" as the Alternative Hypothesis.
Type 0.99 in the box under “Confidence Level”. Click OK.
5. Click OK
RRCe R Paired t-Test — -
[ ¢ ParedtTesn - —em W3 | | Dats Options
Data [Options Afternative Hypothesis  Confidence Level
First vanable (pick o Second venable (pick one Two-sided g
Adter ey iE—— Difference <0
peroe  |JIEEEE -
Diffarence Ditterence @ Difference > 0
S reip T | bx 2 Cance! 2 Acoly @Heip 9 Reset o OK | & Cancel #7 Appiy
Paired t-test
data: Before and After
t = 3.3648, df = 10, p-value = 0.003592

alternative hypothesis: true difference in means is greater than 0

99 percent confidence interwval:
3.410302 Inf
sample estimates:
mean of the differences
159.050851

Steps:

e Hypotheses. Hy: g — tig < 0 versus Hy: g — g > 0.

e The significance level is « = 0.01.

e Compute the value of the test statistic: t,

n—1=11-1=10.

=55

Vn

= 3.3648, with degrees of freedom df =

e The P-value= P(t > t,) = P(t > 3.3648) = 0.003592.

e Since P-value=0.003592 < 0.01 (a), reject Hy.

e Conclusion: At the 1% significance level, the data provide sufficient evidence that the diet

program is effective in reducing weight.

(b) Obtain a confidence interval corresponding to the test in part (a).
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For a right-tailed test at significance level @ = 0.01, the corresponding confidence interval should
be a 99% upper-tailed interval, which is (3.410302, o) from the computer output.

(c) Does the interval in part (b) support the conclusion in part (a)?
Yes. In part (a), we reject Hy and claim that ug — py > 0. In part (b), since the interval does not
contain 65 = 0 and the entire interval is above 0, we can claim that yug — g > 0 with 99%
confidence, which supports the results obtained in part (b).

(d) Is it possible to claim that on average the diet program can reduce more than 5 pounds? Explain
why.
Here we will test Hy: ug — tig < 5 versus H,: up — g > 5. Then 8§y = 5 in this question. The

80=5
answer is “No”, since §; = 5 is within the interval (3.410302, o). Therefore, we cannot reject
Ho ug —puy < é and claim that on average the diet program can reduce weight by more than 5
8025

pounds.
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LAB 7 INFERENCES FOR POPULATION PROPORTIONS

In this lab, we focus on inferences for another population parameter: the population proportion p. The
population proportion is defined as the proportion (or percentage) of a population that have a specified
attribute. For example, proportion of times that athletes wearing blue uniforms win the Judo games;
proportion of customers who respond to the advertisement; proportion of women who suffer arthritis.

7.1 ONE-PROPORTION Z TEST & Z INTERVAL BASED ON ONE SAMPLE

Assumptions:

1. Asimple random sample

2. Bothnpy and n(1 — p,) are at least 5.

Steps:

1. Set up the hypotheses:
Ho:p =po Ho:p < po Hy:p = pg
Hg:p # po Hg:p > po Hg:p <po

2. State the significance level «.

3. Compute the test statistic: z, =

observations.

P—Do

po(1-po)
n

4. Find the P-value or rejection region:

. A X . .
withp = - where x is the total successes in n

Ho:p = po Ho:p < po Ho:p = po
Hy:p # po Hy:p > po Hy:p <po
P-value 2P(Z = |z,]) P(Z = z,) P(Z < z,)
Rejection region Z22Zq00Z < —Zgp Z =2z, Z < —2z,

5. Reject the null Hy if P-value< a or z, falls in the rejection region.

6. Conclusions.

A point estimate for the population proportion p is the sample proportion p = %

A(1—a)x 100%

confidence interval corresponding to a hypothesis test at the significance level a for the population
proportion p are as shown in the table.

Hy:p = py Hy:p < py Hy:p = po
Hy:p # po Hg:p > po Hy:p <pyg
(1—a) x 100% Cl ~ ~ A A N .
. p(1—p) . p(1—p) . p(1—p)
pirZ% E— B — 24 T,OO) (o0, p+2zy [——)

Decision

Reject H, if py is outside the interval
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Example: One-Proportion z Test and z Interval

Revisit the data set about the effect of attending lecture on grades. There are two sections: AS02 and
AS04. Some students attend lectures regularly and some do not in both sections. We are interested in
the attendance rate.

AS02 | Attend AS02 | Attend AS02 Attend AS04 | Attend AS04 | Attend
ASO02 | Non-Attend | ASO2 | Non-Attend AS02 Non-Attend | AS04 | Attend AS04 | Non-Attend
AS02 | Attend AS02 | Attend AS02 Attend AS04 | Attend AS04 | Attend
AS02 | Attend AS02 | Attend AS02 Attend AS04 | Attend AS04 | Non-Attend
AS02 | Non-Attend | ASO2 | Attend AS02 Attend AS04 | Non-Attend | ASO4 | Attend
AS02 | Attend AS02 | Attend AS02 Attend AS04 | Non-Attend | ASO4 | Attend
AS02 | Attend AS02 | Attend AS02 Attend AS04 | Attend AS04 | Non-Attend
ASO02 | Non-Attend | ASO2 | Attend AS02 Attend AS04 | Non-Attend | ASO4 | Attend
AS02 | Attend AS02 | Non-Attend | AS02 Attend AS04 | Non-Attend | ASO4 | Attend
AS02 | Attend AS02 | Non-Attend | AS02 Attend AS04 | Attend AS04 | Attend
AS02 | Attend AS02 | Non-Attend | AS02 Attend AS04 | Attend AS04 | Non-Attend
AS02 | Attend AS02 | Non-Attend | AS02 Non-Attend | ASO4 | Non-Attend | ASO4 | Non-Attend
AS02 | Attend AS02 | Attend AS04 Attend AS04 | Attend AS04 | Attend
AS02 | Attend AS02 | Attend AS04 Attend AS04 | Non-Attend | ASO4 | Attend
AS02 | Attend AS02 | Attend AS04 Attend AS04 | Attend AS04 | Attend
ASO02 | Non-Attend | ASO2 | Attend AS04 Attend AS04 | Attend AS04 | Non-Attend
AS02 | Attend AS02 | Non-Attend AS04 Non-Attend | ASO4 | Non-Attend | ASO4 | Non-Attend

Download attend_grade.xlsx from online. Import data (“attend_grade.xIsx”) into R commander:
Data—>Import data—>from Excel file... (name it “Attend”)

The data set consists of eight variables (columns) and 85 instances (rows). The variable “Section”
indicating whether the student is in ASO2 or AS04, “Attend” indicating whether the student attends
lectures regularly or not; “Midterm”, “Homework”, “LabA”, “Labexam”, “Finalexam”, “Grade” are the
student’s grades in midterm exam, homework assignments, lab assignments, lab exam, final exam, and
the final grade.

R R Commander " - R Attend ==

fe it DatEl Satisues Grapns - Modets  Liist Attend Midterm Homework

3.3% 13.7¢ 28 7.81

# Impoet Excol Data Set B 439 PRI 1800 8 12

Enter name of data set Attend i 7.81

9.

Y1 Variable names in first row of spresdsheet s ;] 3 1:

Row names In Trss column o spreadsheet 3 8 : 1:.

¥/ Convert character data to factors $.38

Missing data indicator: <emply cefi> 8 10.00

- 9 6.56

& Help | o OK R Canced 10 .38
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(a) What is the overall attendance rate in the two sections?
1. Statistics>Summaries—> Frequency Distributions
2. Inthe “Frequency Distributions” window, choose “Attend” as the variable. Click OK.

R R Commander . - counts:
File Edit Data 'Statisticss Graphs Models Distributions Tools Help Attend
R Frequency Distributions —- - & LAttend Non-Attend
) - . o8 27
Variables (pick one or more)
Section E percentages E
["] Chi-square goodness-of-fit test (for one variable only) Attend
Attend Non-Attend
{ @& Help ] [ 4 Reset ] [ « OK ‘ [ 98 cancel ] I & Apply 68 .24 31.76

There are 58+27=85 students altogether in both sections and 58 students attend lectures regularly.
Therefore, the overall attendance rate is 58/85=0.6824 which is 68.24%.

(b) Test at the 5% significance level whether the overall attendance rate is below 80%.

1. Statistics> Proportions—=>Single-sample proportion test...

2. Inthe “Single-Sample Proportion Test” window, choose “Attend” as the variable.

3. Click “Options”. In the “Options” window, choose “Population proportion<p0” as the
Alternative Hypothesis. Specify the hypothesized value “p=0.8" under the “Null
hypothesis”. That is py = 0.8. Type 0.95 in the box under “Confidence Level”. Under “Type
of Test”, check “Normal approximation”. Click OK.

4. Click OK.
R R Commander - R Single-Sample Proportion Test -~ - s
1 ) Seatwtics =
[y - Datal Options
R Single-Sampie Proportion Test - - X
Altemative Hypothes:s Null hypothesisp = 3
V1N (Spsioes Poputation proportion = pl
Varasbie (pack one @ Population proportion < p0  Confidence Level 95
Attand
Section Poputation proportion > p0
Type of Test
9 Normal approximation
Normal approximaton with
continuity correction
Exact binomial
. " [ 7 3 ]
Hel ) Reset /. OK Cancel + Appl
@Helo 5 Resa w oK K Cancel ~ Apply @ 0 ’ ! e ‘ x .S PRy
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l-sample proportions test without continuity correction

data: rbind(.Table), null probability 0.8
X-squared = 7.352%, df = 1, p-wvalus = 0.003348
alternative hypothesis: true p is less than 0.8
85 percent confidence interwval:

0.0000000 0.7586904

sample estimates:

P
0.682352%9

Steps:
e Hypotheses. Hy:p = 0.8 versus H,: p < 0.8.
e The significance level is ¢ = 0.05.
e Compute the value of the test statistic: z, = —v7.3529 = —2.71162.
Note: the computer output provides the chi-square score 7.3529 which is the square of

the observed test statistic z,,.
58

p— 2=-0.
We can double check that the test statistic z, = PPo _ _ss = —2.71163.
Jp0(1—p0) \/0.8(1—0.8)

n 85

Note that z,2 = (—2.71163)? = 7.3529 which is the chi-square score.

e TheP-value= P(Z < z,) = P(Z < —2.7116) = 0.003348

e Since P-value=0.003348 < 0.05 (a), reject H,.

e Conclusion: At 5% significance level, the data provide sufficient evidence that overall
attendance rate is below 80%.

(c) Obtain a confidence interval corresponding to the test in part (b).
For a left-tailed test at the 5% significance level, the corresponding interval should be a 95% lower-
tailed interval, which is (0, 0.7586904) obtained from the computer output.
Interpretation: we can be 95% confident that the overall attendance rate is below 0.75869, i.e.,
75.869%.

(d) Does the interval in part (c) support the conclusion in part (b)?
Yes. In part (b), we reject Hy and claim that p < 0.8. In part (c), since the interval does not contain
po = 0.8 and the entire interval is below 0.8, we can claim that p < 0.8 with 95% confidence, which
supports the results obtained in part (c).

7.2 TWO-PROPORTION Z TEST & Z INTERVAL BASED ON TWO INDEPENDENT SAMPLES
For independent samples of size n; and n, from two populations, a point estimate for the difference
between two population proportions (p; — p,) is the difference between the sample proportions

A

A A A xl x2 . .
(p1 — p2) where p; = —P2 =" and x1 and x2 are the number of successes in their samples.
1 2

7.2.1 Two-Proportion Z Interval
Assumptions:
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1. Both samples are simple random samples from their own populations.

2. The two samples are independent.

3. Large samples, all the number of successes and the number of failures x;,n; — x4, x5, and n, — x,
are at least 5.

A (1 — a) X 100% confidence interval for the difference between the population proportion (p; — p;)
is:

A A pr(1—p1)  D(1—P2) X1 X2
—pP)tz + , =—=,p,=—
(P1—P2) £ a/Z\] n 1 17 P2 Ty,
where z,/, is the z score such that the area to its right is % under the standard normal curve. Thisis a

two-tailed interval.

A (1 — a) x 100% upper-tail confidence interval is ((H; — P,) — za\/ﬁl(:ﬁl) + ﬁZ(l_ﬁZ), ).
1

ny

And a (1 — a) X 100% lower-tail confidence interval is (—oo, (p; — P) + za\/ﬁl(l_ﬁl) + 252(1_152)).
1

ny

7.2.2 Two-Proportion Z Test

Assumptions:

1. Both samples are simple random samples from their own populations.

2. The two samples are independent.

3. Large samples, all the number of successes and the number of failures x;,n; — x4, x5, and n, — x,
are at least 5.

Steps to perform a two-proportion z test:

1. Set up the hypotheses:
Ho:p1 =p2 Hoip1i < p2 Hoip1 2 p2
Hy:p # 2 Hy:pr > p2 Hy:pr <p2

2. State the significance level a.
3. Compute the value of the test statistic:

p1 — D2 oA XatXy X X
Z, = with p, = P11 = P2 = —
m 1 + 1 n; +n, ny n,
14 14 ny n,
4. Find the P-value or rejection region:
Ho:p1 =D Ho:pr =2 Ho:pr 2 2
Hg:p1 # D2 Hg:p1 > 2 Ha:pr <p2
P-value 2P(Z = |z,1) P(Z = z,) P(Z < z,)
Rejection region Z224/700Z < —Zg) Z =2z, Z < -z,

5. Reject the null Hy if P-value< a or z, falls in the rejection region.
6. Conclusions.
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Example: Two-Proportion Z Test and Z Interval

Revisit the data set attend_grade.xlsx (which you imported into R in the previous section) about the
effect of attending lecture on grades. There are two sections: AS02 and ASO4. Some students attend
lectures regularly and some do not in both sections. We are interested in the attendance rate.

(a) What are the attendance rates in sections AS02 and AS04 respectively?
1. Statistics> Contingency tables>Two-way table...
2. In the “Two-Way Table” window, choose “Section” as the row variable and “Attend” as the

column variable.

3. Check “Statistics”. In the “Statistics” window, select “Row percentage” under “Compute

Percentages”. Click OK.
4. Click OK.

Note that we chose “Section” as the row variable and we want the percentage of attendees
within each section; therefore, we need to calculate the row percentages.

Row percentages:

46
39

Attend
Section Attend Non-Attend Total Count
502 73.8 2e.1 100
RS04 61.5 38.5 100

The attendance rate in AS04 is
p, =22 =22 = 0.6154 which is 61.54%.

n, 39

" = Commander R Two-Way Tabie A
r ~ Datal Statistic
R/ Two-Way Table [ X]
mpute Percentage
12 |Stansncy ¥ Row percentages
Row variable Cotumn vanabie (pick ane Column percentages
h m Percentages of total
. B No percentages
RN e . pothesis Tests
all vaiid case
Che-square test of independence
Components of che-sguare statistic
Print expected frequencies
Fisher's exact test
s () He Reset - OK Canced ' Appiy
@ Help  Reset v oK K Cancel #* Apply QHep c o~ ® Lol
Fregquency table:
Lttend . .
. The attendance rate in AS02 is
Section Attend Non-Attend x; 34
BS02 24 12 h= =5 0.7391 which is 73.91%.
1
B304 24 15

(b) Test at the 1% significance level whether the attendance rates are different in both sections.
1. Statistics>Proportions=>Two-sample proportion test...
2. Inthe “Two-Sample Proportion Test” window, choose “Section” as the row variable and
“Attend” as the column variable. Click “Options”. In the “Options” window, choose
“Two Sided” as the Alternative Hypothesis. Type 0.99 in the box under “Confidence
Level”. Under “Type of Test”, check “Normal approximation”. Click OK.

3. Click OK.
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R R Commander R Two-Sample Proportions Test S s e
o Stutagtacy .
[ Y OData! Options
R Two-Sample Proportions Test e — Oaty
- Difference: ASO2 - ASO4
(3ata |B
' (RRnons Alternative Hypothesis Confidence Levet 99
Groups (pick one Response Variable (pick one ™ ;Yv\r;:\;dea
ST | Sccton e £
Difference > 0
Type of Test
9 Normal approximation
Normal approximation with
continuty correction
& ralp D Reset || of OK ¥ cancel | | ¢ Apply & Heip DReset || o OK || 3 Concel || #¥ Apply

2-sample test for eguality of proportions without continuity
correction

data: .Table
X-squared = 1.4911, df = 1, p—-value = 0.222
alternative hypothesis: two.sided
899 percent confidence interval:
—-0.1371712 0.3846628
sample estimates:
prop 1 prop 2
0.7351304 0.6153846

Steps:
e Hypotheses. Hy: p; = p, versus H,: p; # p,, where p; is the attendance rate of section
AS02 and p, is the attendance rate of section AS0O4.
e The significance level isa = 0.01.
e Compute the value of the test statistic: z, = v1.4911 = 1.2211.
Note: the computer output provides the chi-square score 1.4911 which is the square of the
observed test statistic z,,.

We can double check that the test statistic:
p1—P 0.7391304—0.6153846

P1—P2 .
Z, = = = 1.2211, with
0 [ﬁp(l-ﬁp) /%+% |/0.682353(1-0.682353) |;-+35
p, = 12 = 32R _ 682353, ) = L = = = 0.7391304,p, = 2 = 2= = 0.6153846.
ny+n,  46+39 n, 46 n, 39

e The P-value= 2P(Z = |z,|) = 2P(Z = 1.2211) = 0.222.
e Since P-value=0.222 > 0.01 («), we cannot reject Hy.

g

e Conclusion: At the 1% significance level, the data do not provide sufficient evidence that the

attendance rates are different in both sections.
(c) Obtain a confidence interval corresponding to the test in part (b).

For a two-tailed test at 1% significance level, the corresponding interval is a 99% two-sided
interval for p; — p, which is (-0.1371712, 0.3846628) based on the computer output.
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Interpretation: We can be 99% confident that p; — p, is somewhere between -0.1372 and
0.3847. That means, we can be 99% confident that the attendance rate of AS02 is between
13.72% lower to 38.47% higher than that of AS04.

We can double check that a 99% confidence for p; — p, is

(1 —P2) + za/z\/ﬁl(;‘ﬁl) +2287P2) = (07391304 — 0.6153846) +
1

2

= (—0.1370872,0.3845788)

0.7391304(1—-0.7391304) 0.6153846(1—0.6153846)
2.575\/ " + s

This is a little bit off due to rounding.

(d) Does the interval in part (c) support the conclusion in part (b)?

Yes. In part (b), we cannot reject Hy and claim that the two attendance rates are significantly
different. In part (c), since the interval contains 0, there is no significant difference between the
attendance rates in both sections.



LAB 8 CHI-SQUARE TESTS

Lab 7 covers z test and z interval for one and two proportions. Chi-square tests should be used when
more than two proportions are compared.

8.1 CHI-SQUARE GOODNESS-OF FIT TEST FOR ONE CATEGORICAL OR DISCRETE VARIABLE

The chi-square goodness-of-fit test can be applied to a categorical variable or a discrete quantitative
variable that has only finitely possible values. The objective of a chi-square goodness-of-fit test is to test
whether the variable follows the probability distribution specified in the null hypothesis Hj,.

Assumptions:

1. All expected frequencies are at least 1.

2. At most 20% of the expected frequencies are less than 5.

3. Simple random sample (if you need to generalize the conclusion to a larger population)

Note: if the assumption 1 or 2 is violated, one can consider combining the cells to make the counts in
those cells larger.

Before running a chi-square goodness-of-fit test, we should first check the assumptions. Calculate the
expected frequency for each possible value of the variable using E = np, where n is the total number of
observations and p is the relative frequency (or probability) specified in the null hypothesis. Check
whether the expected frequencies satisfy assumptions 1 and 2. If not, consider combining some cells.

Steps to perform a chi-square goodness-of-fit test:
1. Set up the hypotheses:
Hy: The variable has the specified distribution
H,: The variable does not have the specified distribution

2. State the significance level a.

_m2
Compute the value of the test statistic: y2 = Y.y cells% withdf =k — 1.
Find the P-value or rejection region based on the y2curve with df = k — 1.

P-value P(x? = x2) theareato the right of 2 under the curve

Rejection region x% = x2 the region to the right of y2, the areais

5. Reject the null H, if P-value< « or y2 falls in the rejection region.
6. Conclusions.

Example: Chi-square goodness-of-fit test

According to the results of the Federal election in 2015, 31.9% of votes supported Conservative, 39.5%
supported Liberal, 19.7% supported New Democratic (NDP), 4.7% supported Bloc Québécois, and 3.4%
supported Green (data from Wikipedia).

Federal proportions are summarized in this table.
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Parties

Conservative

Green

Liberal

NDP

Bloc Québécois

Others

Proportion (p)

0.319

0.034

0.395

0.197

0.047

0.008

Thirty-seven students who voted in my Stat151 class responded to the online survey and their vote

counts are summarized in the following table:

Parties Conservative Green Liberal NDP Bloc Québécois | Others
Counts 9 2 17 6 0 3

Test at the 5% significance level whether the class has a different preference pattern from the whole
nation (2015 election).

We check the assumptions. The expected frequencies (counts E = np = 37 X p) for the outcome cells
when n =37 are:

Parties Conservative Green Liberal NDP Bloc Québécois Others
Proportion (p) 0.319 0.034 0.395 0.197 0.047 0.008
Expected Counts 11.803 1.258 14.615 7.289 1.739 0.296

Here we have one outcome cell with an expected count below 1, which violates an assumption.
Furthermore, with k = 6 outcome cells, we wish to assume at most 6 X 0.2 = 1.2 cells with expected
counts less than 5, and we have three cells less than 5. Also, our survey was taken in Alberta and no
Bloc Québécois run in Alberta (although a student with a home riding of Quebec might have still voted
that way).

We would like to do a test, so we need to combine some cells. Federally, we combine the cells “Green”,
“Bloc Québécois” and “Others” above and name the combined party “Others”. In our sample data set,
we also merge “Green” and “Others” and name the combined party “Others”. This will lead us to have k
= 4 outcomes for our federal population and k = 4 cell outcomes for our survey sample data, as follows.

As a result, the expected and observed frequencies are summarized as follows:

Parties Proportion p Observed (0) Expected (E)
E=np=37Xp
Conservative 0.319 9 37 x 0.319 = 11.803
Liberal 0.395 17 37 x 0.395 = 14.615
NDP 0.197 6 37 % 0.197 = 7.289
Others 0.089 = 0.034 + 0.047 + 0.008 2+3=5 37 x 0.089 = 3.293
Sum=1 Sum=37 Sum=37

Now we have no cells with an expected count below 1, and 1 cell with an expected count below 5. So,
we actually have 25% of our cells with an expected value below 5, which exceeds the assumption
requirement that no more than 20% of our cells have an expected value below 5, but it is close, and we
proceed for educational purposes.
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The file “survey.xIxs” contains our sample data from the students. A column called “MergedParty”
contains the data of interest (where the Green and Other cells have been renamed to “Others”).

We import the data (“survey.xlsx”) into R commander and perform the test:
Data—>Import data—>from Excel file... (name it “Survey”)
Use R commander to run the chi-square goodness-of-fit test.
1. Statistics>Summaries—>Frequency distributions...
2. Inthe “Frequency Distributions” window, choose “Merged.Party” as the variable. Check “Chi-
square goodness-of-fit test (for one variable only)”. Click OK.
3. Inthe “Goodness-of-Fit Test” window, specify the hypothesized proportions: 0.319 for
Conservative, 0.395 for Liberal, 0.197 for NDP, and 0.089 for Others. Click OK.

[ R o mIan o] e ————— | s ”
< RCommander RN
le ton Data Statistes Graphs  Modeis  Distabution o
F - Eile Edi isti 2 ) | istributi Tool:
& Freq ot - — g3 | file Edit Data Statistics Graphs Models Distributions Tool:
4
Variables (pick ane of more R Goodness-of-Fit Test - — &
BirthMonth
Gender 5 P -
Factor levels: Conservative Liberal NDP  Others
;”"‘ Hypothesized probabilities: 0.319 0395 0197 0.089|
1D4Ngs .
i'lChi—squafegoooruess-ot-ffttest (for one variable only) ‘ ¢; oK ‘ ‘ x Cancel ‘
@Help W Reset || of OK K Cancel 7 Apply
counts:
MergedParties
Conservative Liberal HDFE Others
S 17 ] 5
percentages:
MergedParties
Conservative Liberal HDFE Others
24 .32 45 .45 16.22 13.51

Chi-=sguared test for given probabilities

data: .Table
X—-squared = 2.1677, df = 3, p-value = 0.5383

Steps to perform a chi-square goodness-of-fit test:

1. Set up the hypotheses:
Ho: pC = 0319, pL = 0395, pNDP = 0197, pOthers = 0.089
H,: At least one proportion is different the ones specified under H,

2. The significance level is @ = 0.05.
- 2
3. The test statistic: 2 = Y., Cells% = 21677, withdf =k—1=4—-1=3.

90



4. Find the P-value. Chi-square tests are always right tail.
P-value= P(x? > x2) = P(¥? = 2.1677) = 0.5383.

5. Decision: We do not reject the null Hy since P-value= 0.5383 > 0.05(a).

6. Conclusion: At the 5% significance level, we do not have sufficient evidence that the class has a
different preference pattern from the whole nation (2015 election).

Another way to conduct a chi-square goodness-of-fit without the data is to type commands in the R

Script window. We first need to let R commander know the proportions under the null and the observed
counts.

1. Type pvec=c(0.319,0.395,0.197,0.089) in the R Script Window, click “Submit”.
2. Type cvec=c(9,17,6,5) in the R Script Window, click “Submit”.
3. Type chisqg.test(cvec,p=pvec) in the R Script Window, click “Submit”.

Note: for each line of the commands, put the mouse at the end of each line and click “Submit” to
execute the command.

R R Commander - O

File Edit Data Statistics Graphs Models Distributions Tools Help
R’ Dataset ' <No active dataset> "Editdataset  |© Viewdataset Model:| ¥ <No active |

R Script R Markdown

pvec=c(0.319,0.395,0.197,0.089)
cvec=c(9,17,6,5)
chisqg.test (cvec, p=pvec)

Output "% Submit

> pvec=c(0.319,0.395,0.197

b

> cvec=c(9,17,6,5)
> chisg.test (cvec, p=pvec)

Chi-squared test for given probabilities
data: cvec

X-squared = 2.1677, df = 3, p-value = 0.5383

Computer output: we get the chi-square score is 2.1677, df=3, and p-value=0.5383, the same as the
results obtained before in which we use the data.
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8.2 CHI-SQUARE INDEPENDENCE TEST
The chi-square independence test is used to test whether two categorical variables of a population are
related (associated) or independent.

Assumptions:

1. All expected frequencies are at least 1.

2. At most 20% of the expected frequencies are less than 5.

3. Simple random sample (if you need to generalize the conclusion to a larger population)

Note: if the assumption 1 or 2 is violated, one can consider combining the cells to make the counts in
those cells larger.

Before conducting a chi-square independence test, we first check the assumptions. Calculate the
. . . th row total)x(cth column total
expected frequency for each possible value of the variable using E = (rth row tota )X(nc coump e ),

where n is the total number of observations. Check whether the expected frequencies satisfy
assumptions 1 and 2. If not, consider combining some cells.

Steps to perform a chi-square independence test:

1. Set up the hypotheses:
H,: The two variables are independent
H,: The two variables are associated

2. State the significance level a.

- -E)? .
3. Compute the value of the test statistic: 2 = Y., cells% withdf = (r — 1) X (¢ — 1), where
F= (rth row total)x(cth column total)

n
4. Find the P-value or rejection region based on the y?curve with df = (r — 1) x (¢ — 1).

, 7 is the number of rows and ¢ is number of columns of the cells.

P-value P(x? = x2) thearea to the right of y2 under the curve

Rejection region x% = x2 the region to the right of 2, the areais a

5. Reject the null Hy if P-value< a or x? falls in the rejection region.
6. Conclusions.

Example: Chi-square Independence Test

Note: Data set is the Focus database described on Page 34, Introductory Statistics, 10t" Edition (2016),
by Neil A. Weiss, Pearson.

The Focus database contains information of a sample of 200 undergraduate students at the University of
Wisconsin-Eau Claire. It has 13 variables including Sex, School/College, Classification (freshman,
sophomore, junior, senior), ACT English Score, ACT math Score, ACT composite Score, and etc.

Test at the 5% significance level whether “Sex” and “College” are associated.

Download focus.xlsx from online and import the data into R commander:
Data—>Import data=>from Excel file... (name it “focus”)
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Use R-commander to run the chi-square goodness-of-fit test.
1. Statistics> Contingency tables> Two-way table...
2. Inthe “Two-Way Table” window, choose “SEX” as the row variable and “COLLEGE” as the
column variable.
3. Inthe Statistics window of the “Two-Way Table” window, check “Print Expected Frequencies
and “Components of chi-square statistic”.

”n

4. Click OK.
®'K Commanaer Computer Output:
f Feit 1"t Stavsta pr Mode sributye
R Twwwl-u: -— - - Q Frequency table:
Data Statist COLLEGE
SEX R&S5 Bus Educ Hss Hurs
Row varlable (pick onej Column variable (pick one - - - _
CLASS CLASS . F S0 21 26 12 S
| | COLLEGE M 47 25 6 4 0
MAIOR MAJOR
| | RESIDENCY RESIDENCY .
w SEX Pearson's Chi-squared test
|  TYPE TYPE .
SubSET exprassion data: . Table
£2 LVANC £Ro8s> ¥-sguared = 20.112, df = 4, p-valus = 0.0004746
@rioo.| [ e | [IRAORE] [ 6 conce || b popy, | T¥PECTES counts:

COLLEGE
SEX BES Bus Educ Hss Nurs
F 57.23 27.149 18.88 5.44 5.31
M 39.77 18.86 13.12 6.56 3.69

Chi-sguare components:
COLLEGE
SEX A&5 Bus Educ Hss Hurs
F 0.91 1.39 2.69 0.69 2.56
M 1.31 2.00 3.86 1.00 3.6%9

Messages

[26] WARNING:
1 expected frequencies are less than 5

Steps to perform a chi-square independence test:

1. Set up the hypotheses:
Hy,: The two varibles are independent
H,: The two variables are associated

2. The significance level is « = 0.05.

N 0-E)?
3. The test statistic: y2 = Y11 Censu

= 20.112,
E
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withdf =(r-1)x(c-1)=2-1)x(G-1) =4

4. Find the P-value. Chi-square tests are always right tail.
P-value= P(x? > x2) = P(¥? = 20.112) = 0.0004746.

5. Decision: We do not reject the null Hy since P-value= 0.0004746 < 0.05(a).

6. Conclusion: At the 5% significance level, we have sufficient evidence that “Sex” and “College” are
associated, i.e., female and male students have significantly difference preference in choosing
school/college.

Notice that all the expected cell values are above 1, so this assumption holds. Notice also the warning
that the expected frequency for the Male and Nursing cell is below 5, but only 10% (one out of ten) of
our expected cell frequencies are below 5, so this assumption holds.

The fact that there are no observations in the Male and Nursing Cell is of note. An examination of the
components of the chi-square test statistic does indicate that more females than expected were in
nursing and less males than expected were in nursing. We also note that less females than expected
were in education and more males than expected were in education. These four cells made the largest
contributions towards obtaining a test statistic value that was large and led us to a significant result.
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LAB 9 SIMPLE LINEAR REGRESSION

This lab covers when and how we could model the relationship between two quantitative variables
using a straight line, which is called a simple linear regression model; and how to conduct a hypothesis
test and obtain a confidence interval for the slope of the regression model.

The following table and scatter plot show the relationship between the price (in $1000) and the age (in
years) of 15 used cars of a particular make and model. Download the dataset car.xls from online and
then import it into R commander.

Age (x, in year) | Price (y, in $1000)
13.990

13.495

12.999

9.500

10.495

8.995

9.495

6.999

6.950 e o o
7.850
6.999
5.995
4.950 A i

4.495 °

T T T T T T
2.850 2 4 6 8 10 12

Age (Years)

14
1
[ J

12
|

10
I
[ J

Price ($1000)

0| 0 NN |AhW(FL|F

=
o

=
o

[E
w

Example: Simple Linear Regression Model

(a) Import the data into R commander and re-produce the scatter plot. Could we use a straight line
¥y = by + byx to model relationship between price and age of the used cars?
Data—>Import data—>from Excel file... (name it “car”)
Draw the scatter plot:
1. Graphs—>Scatterplot...
2. Inthe “Scatterplot” window, select “age” as x-variable and “price” as y-variable.
3. Click OK.
Note: The price is calculated as the original price divided by 1000.
Since all the data points are roughly on a straight line, we can use a straight line y = by + b;x to model
relationship between price and age of the used cars.
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‘R R Commander

14
o

File Edit Data Statistics ‘Graphs Moaodels Distributions Tt

12

R Scatterplot - —— - -

10

Data |Options a2 @

x-variable (pick one) y-variable (pick one) £ @ - .
N - oo = IS
joriginal.price | l loriginal.price ‘ ’
price - IR - - !
!
Plot by groups... I * 7]

i : : ! : !
Subset expression

<all valid cases>
T ; age

(b) Write down the least-squares regression equation.
Fit a regression model and obtain the least squares straight line:

1. Statistics>Fit models—>Linear regression...

2. Inthe “Linear Regression”, select “price” as the Response variable (dependent

variable) and “age” as the Explanatory variable (independent variable).
3. Click OK.

(R R Commander

File Edit Data Statistics' Graphs Models Distributions Tools Help

R Linear Regression S ———— m

Enter name for model: RegModel.1

Response variable (pick one)  Explanatory variables (pick one or more)
iage A A

loriginal.price ‘ ‘ ioriginal.price ’ ’
B - rice -

Sylset Spression.

<all valid cases>

¢ | | ¥

| @Help | [ 4 Reset o OK & Cancel ‘ # Apply

The values of the intercept b, and the slope b, are given in the “Estimate” column. Based

on the computer outputs, we have by = 14.28595 and b; = —0.95905, and the fitted
least-squares regression equation is

¥ = by + byx = price = 14.28595 + (—0.95905) x age = 14.28595 — 0.95905 x age




Call:
Im(formula = price ~ age, data = Car)

Residuals:
Min 1Q Median 3Q

Max

-1.53267 -0.55715 0.04524 0.33140 1.5501%

Coefficients:

Estimate 5td. Error t value
(Intercept) 14.28595 0.448867 31.8584
age -0.95505 0.08458 -14.85

Signif. codes: 0 "*%x¥%' 0_.001 '¥*%' 0.01

Pr(>|tl)
1.01e-13 *¥*x*
1.56e-08 **%x*

'*x*' g.05 't o011

Eesidual standard error: 0.8162 on 13 degrees of freedom
Multiple R-sguared: 0.9443, Rdjusted R-squared: 0.9%401
F-statistic: 220.5 on 1 and 13 DF, p-value: 1.562e-09

(c) Obtain and interpret the coefficient of determination 2.
Based on the computer outputs, the coefficient of determination r? = 0.9443.
Interpretation: 94.43% of variation in the observed price of the used cars is due to the age of
the used cars and can be explained by the fitted regression equation price = 14.28595 —

0.95905 x age.

(d) Obtain and interpret the correlation coefficient 7.
Since the correlation coefficient r and the slope b; have the same sign, and b; = —0.95905
which is negative, r = —Vr?2 = —1/0.9443 = —0.9718.
Interpretation: There is a strong, negative, linear association between price and age of the used

cars.

(e) Test at the 5% significance level whether age is a useful predictor for the price of a used car.

Steps:

1. Set up the hypotheses. Hy: f; = 0 versus H,: 81 # 0.

The significance level is « = 0.05.
Compute the value of the test statistic: t, =

b1 _
——=-
Sxx

14.85 withdf =n — 2 = 13.

4. Find the P-value. For a two tailed test with df = 13,
P-value=2P(t > |t,|) = 2P(t = 14.158) = 1.56 x 107°.

o

Decision: reject the null H, since P-value= 1.56 X 10~° < 0.05(«).

6. Conclusion: At the 5% significance level, we have sufficient evidence that age is a useful predictor for

the price of a used car.
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LAB 10 ONE-WAY ANOVA

The two-sample t test can be used in comparing two population means based on two independent

samples.

When comparing k (k > 2) population means based on k independent samples, a one-way ANOVA can
be used. ANOVA stands for ANalysis Of VAriance. This lab shows how to conduct a one-way ANOVA F

test based on the computer output.
Let pq, Uy, *+*, Ug be the population means of the k populations, respectively.
The hypotheses of one-way ANOVA are formulated as

e Hj:allmeansareequal,ie., g = Uy = ==
e H,:not all the means are equal.

Population 1 Population 2 Population k

independent independent

samples samples

In a two-sample t test, inference about the population means is based on two independent samples
from two populations. In the ANOVA F test, inference about population means is based on k
independent simple random samples from k populations.

If Hy: py = Uy = -+ = Uy is true, the sample means Xy, X5, **-, X; should be close to one another
and hence the variation between sample means should be small. We should reject Hy: 1 = uy =
- = U if the sample means x4, X,, -+, X, are very different.

Assumptions for One-way ANOVA F Test:

e Normal populations: for each population, the variable of interest is normally distributed.
e Equal variances: the variances of the variable of interest are the same for all populations.
e Independent samples: the samples from different populations are independent of one another.
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e Simple random samples: the samples taken from the k populations should be simple random
samples.

Steps:

1. Set up the hypotheses:
Ho:piy = pp = ===
H,: Not all means are equal
2. State the significance level a.
3. Calculate the sums of squares SST, SSTR, SSE and the mean squares MSTR, MSE. Find the test
statistic, F,, and show the results in an ANOVA table:

Source df SS AN F-statistic p-value
MS = d_f
Treatment k-1 SSTR SSTR MSTR P(F > F)
MSTR = —— F,=—— -0
S k —El ° MSE
Error n—k SSE MSE = .
Total n—1 SST

4. Find the P-value or rejection region based on the F density curve with degrees of freedom
dfpumerator = Afn =k — 1, dfgenominator = dfa =n—k.

P-value P(F = F,) thearea to the right of F, under the curve

Rejection region F>F, the region to the right of the critical value F,

5. Reject the null Hy if P-value< «a or F, falls in the rejection region.
6. Conclusions.

Example: One-way ANOVA F Test

A student performed an experiment to compare download speed at different times of the day. He
placed a file on a remote server and then proceeded to download the file at three different time periods
of the day: 7a.m., 5 p.m., and 12 a.m. He downloaded the file 48 times, 16 times at each time period,
and recorded the download time in seconds (De Veaux, Velleman, & Bock, 2008). Does the data below
provide sufficient evidence that there is a difference between the mean download times at 7 a.m., 5
p,m, and 12 a.m.? Test at the 1 % significance level. The data can be found online in the Excel file
downloading.xlsx.

Time of Day Time (Sec) Time of Day Time (Sec) Time of Day Time (Sec)
Early (7AM) 68 Evening (5 PM) 299 Late Night (12 AM) 216
Early (7AM) 138 Evening (5 PM) 367 Late Night (12 AM) 175
Early (7AM) 75 Evening (5 PM) 331 Late Night (12 AM) 274
Early (7AM) 186 Evening (5 PM) 257 Late Night (12 AM) 171
Early (7AM) 68 Evening (5 PM) 260 Late Night (12 AM) 187
Early (7AM) 217 Evening (5 PM) 269 Late Night (12 AM) 213
Early (7AM) 93 Evening (5 PM) 252 Late Night (12 AM) 221
Early (7AM) 90 Evening (5 PM) 200 Late Night (12 AM) 139
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Early (7AM) 71 Evening (5 PM) 296 Late Night (12 AM) 226
Early (7AM) 154 Evening (5 PM) 204 Late Night (12 AM) 128
Early (7AM) 166 Evening (5 PM) 190 Late Night (12 AM) 236
Early (7AM) 130 Evening (5 PM) 240 Late Night (12 AM) 128
Early (7AM) 72 Evening (5 PM) 350 Late Night (12 AM) 217
Early (7AM) 81 Evening (5 PM) 256 Late Night (12 AM) 196
Early (7AM) 76 Evening (5 PM) 282 Late Night (12 AM) 201
Early (7AM) 129 Evening (5 PM) 320 Late Night (12 AM) 161

Import the data into R: Data—> Import data—>from Excel file... (name it “downloading”)

Conduct the one-way ANOVA F test in R:

1. Statistics>Means—=>One-way ANOVA...

2. Inthe “One-Way Analysis of Variance”
window, choose “Time of Day” as the
Group variable and “Time” as the
Response Variable.

3. Click OK.

R R Commander

File Edit Data 'Statistics Graphs Models Distributions Tools Help

R One-Way Analysis of Variance - -

=X

Enter name for model: AnovaModel.6

Groups (pick one) Response Variable (pick one)

[l Pairwise comparisons of means

["] Welch F-test not assuming equal variances

| &) Help ‘ [ 4 Reset H «f OK l[ 9 cancel H # Apply

Computer outputs

> summary (AnovaModel. &)

Df Sum Sg Mean S5g F wvalue

Br (>F)

Time.of.Day 2 204641 102320 46.03 1.31e-11 **x
Residuals 45 100020 2223
Signif. codes: 0 '"***x' (0 001 '**' Q.01 '+*' Q.05 '.' 0.1 ' ' 1

Steps to conduct a one-way ANOVA F-test:

1. Hypotheses

Significance level is « = 0.01.

ok wN

Test statistic F, = 46.03 with df,, = k —
P-value= P(F > F,) = P(F = 46.03) = 1.31 X 107! (given in the ANOVA table).

Reject Hy, since p-value=1.31 x 107! < 0.01 (a).

Conclusion: At the 1% significance level we have sufficient evidence that there is a significant

Horpy = po = 3
H,: Not all means are equal

1=3-1=2df;=n—k =48—3 = 45.

difference between the mean downloading time at 7a.m., 5 p.m., and 12 a.m.
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